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Preface

Benjamin Aziz, Alvaro Arenas and Bruno Crispo

Overview

The Internet of Things (IoT) is a new emerging paradigm that refers to the connectivity of “anything” that can carry a minimum amount of data storage and computational power (e.g. cyber-physical systems) to the Internet, therefore promoting collaboration and knowledge anytime anywhere in order to improve the quality of everyday life and open up new business opportunities. Recent years have witnessed the emergence of global standardisation bodies such as the International Telecommunication Union’s “Internet of Things Global Standards Initiative” as well as communication standards such as one Machine-to-Machine (M2M), MQ Telemetry Transport (MQTT), Common Opensource Application Publishing Platform (CoAPP) and eXtensible Messaging and Presence Protocol (XMPP). These efforts have led to an increasing role and usage of IoT systems in modern societies, the economies they support and infrastructures they are based on. Nowadays, IoT applications occupy almost every domain of life; for example, personal health care, transportation and vehicular connectivity, industrial embedded systems, enterprise businesses using wireless sensor networks and any services with utility monitoring as well as traditional areas of avionics, space industries and national defence.

This increasing globalisation of IoT applications has led to rising concerns about questions related to how private data collected by such applications will be protected and what levels of assurance can one maintain with regards to the reliability, security and trustworthiness of these applications. One answer to these concerns is to integrate the body of wisdom that the scientific research community has developed over the decades, in areas of computing reliability, security and trust, into the software engineering process of IoT systems. The current book represents a small step towards this integration effort that we hope will impact the security and robustness of future IoT systems, applications and standards in a positive manner.

The book presents a collection of state-of-the-art research essays in themes related to areas of privacy, identity and authorisation management, formal security modelling and analysis, cryptography-based solutions and trust and reputation management in the context of IoT systems. As a result, the book covers a wide range of issues currently at the forefront of the security concerns in the IoT. The book will benefit
primarily academic researchers and researchers working in industry who are interested in the topic of security in the context of IoT systems. The book will also be of interest to professional managers and members of technical standardisation bodies with scientific background.

**Book structure**

The book consists of ten chapters. We next provide an overview of these.

*A security survey of middleware for the Internet of Things*

This chapter presents a thorough survey of the current state-of-the-art middleware systems for the IoT and discusses the various security and privacy challenges that such systems both raise and help to solve. IoT middleware systems constitute the *fabric* of the IoT over which business applications and solutions are developed. Therefore, understanding the current security and privacy challenges in this fabric is crucial to the understanding of the reliability and robustness of any solutions that are implemented over it. The chapter concludes with the identification of gaps in security and privacy-related research in IoT middleware systems and makes recommendations for future work that can fulfil these gaps.

*Privacy in the Internet of Things*

Of particular importance is the privacy of users when it comes to the usage of IoT devices, given their ever-increasing incorporation in modern every-day-life devices. One of the long-standing arguments in the privacy community is that privacy should be *by design* rather than an afterthought. As a result, this chapter focuses on treating privacy in IoT systems by proposing a “Privacy Development Life Cycle” that incorporates the privacy concern throughout the whole software/system development life cycle. The chapter proposes a number of PETs (Privacy Enhancing Technologies) for the IoT, and ends with a conclusion that existing PETs developed for non-IoT systems require more efficiency tuning to render them suitable for the constrained nature of computational environments within which IoT systems often run. Overall, the chapter provides a view on why the IoT both increases the likelihood and aggravates the impact of privacy breaches in Information Technology (IT) systems.

*Privacy and consumer IoT: a sensemaking perspective*

The success of any system is ultimately down to its ability to address consumer needs and worries, and its ability to create value where new business opportunities emerge. The IoT is not different in this respect, and this chapter aims at addressing the role of various stakeholders in an IoT ecosystem using *sensemaking theory* paying particular attention to the privacy concern of consumers within such an ecosystem. The chapter covers literature at the intersection of the sensemaking theory and the IoT, and further
proposes an adaptation of the sensemaking theory to fill the gap between users’ and provider’s aspirations of control of information generated within IoT systems.

**SMARTIE: a secure platform for Smart Cities and IoT**

Whilst security and privacy in the context of IoT systems is treated from a high-level development life cycle and a holistic sensemaking perspective in the previous two chapters, this chapter presents a more concrete architectural view of how these issues can be treated in an IoT system. The chapter provides an overview of a high-level architecture reference model for IoT systems, which was developed within a recent European project called SMARTIE. The reference model incorporates functional components that care of security and privacy concerns. The applicability of this architecture is demonstrated through various use cases, such as smart energy management, public transport networks, urban traffic management infrastructures and smart city information centres. The reference model is defined based on functional groups of components, which means it can be implemented with any technology that provides the required interface of functionality. These groups include elements such as distributed capability-based access control, XACML, Elliptic Key Cryptography, Kerberos and others.

**Model-based security engineering for the Internet of Things**

The concept of a model-driven architecture is based on the idea that the architecture’s design and specification can be generated automatically directly from a specification of the requirements that underlie the business application(s), for which the system is being developed, as well as the constraints and limitations posed by the technologies used for its development. Requirements are usually specified in some input domain-specific language and are then transformed into enforceable rules, mechanisms, configurations and analyses applied to the system’s design and specification with minimum human intervention. This chapter addresses the need for a model-driven security engineering approach in the context of existing complex IoT systems, by proposing the model-based Security toolKit (SecKit) and framework that can be used to express and enforce security requirements. The framework addresses requirements related to the structure, behaviour, identity definition, business roles and contextual information for an IoT system. The applicability of framework is demonstrated through a business case study related to the real-time monitoring of transportation conditions of perishable goods, also known as the cold chain monitoring problem.

**Federated Identity and Access Management in IoT systems**

One of the most challenging issues in building any large-scale computing system is the issue of managing identities across multiple domains and platforms, and enforcing good access control decisions for based on such identities. This problem is also referred to as Federated Identity and Access Management, and it constitutes the focus of the next chapter, which considers how the federated identity and access management problem can be solved in an IoT system by translating existing Web-based
standards for the management of federated identities, in particular OAuth2, to the world of IoT systems. The chapter outlines one implementation of this approach for the case of the MQTT protocol and based on computationally constrained devices, in this case Arduino boards. The chapter also evaluates the performance of the resulting system and discusses the pros and cons of this approach in solving the IoT Federated Identity and Access Management problem.

On the security of the MQTT protocol

Developing complex secure systems involves a fundamental design-time stage; that of the analysis of the formal specifications and standards underlying the system’s design and architecture. Such formal analysis, also known as Verification and Validation (V&V), is important particularly where the system under development contains critical components whose failure would be highly risky for the rest of the system. Despite the cost and time often involved in the V&V stage of the software development life cycle, it remains an essential exercise due to its role in uncovering high-risk deficiencies and vulnerabilities, which can undermine a system’s reliability and security properties, to a high level of accuracy and precision. Following this approach, the chapter provides a formal analysis of an earlier version of the MQTT protocol (v. 3.1), which uncovers an example of semantic ambiguities only possible to detect using a formal analysis approach but that could lead to weak implementations of MQTT-based systems. The chapter also discusses how the uncovered ambiguity can lead to security threats by various types of attackers in an IoT network.

Securing communications among severely constrained, wireless embedded devices

The proliferation of low-cost low-computational power devices in recent years has created a need for the development of lightweight communication protocols (e.g. MQTT, CoAPP and others) that can run over unreliable communication networks in an efficient and simple manner within and across an IoT ecosystem. This need is demonstrated even more in commercial scenarios, such as smart cities’ infrastructures, where the applications often run there involve rich requirements both on the business and security/privacy levels. Cryptography remains an essential element of ensuring that such security/privacy-relevant requirements are met. Therefore, this chapter presents a new framework, developed within the European project RERUM, for constructing lightweight cryptographic solutions for IoT communications running at the datagram transport layer. The framework is based on the theory of compressive sensing and takes into account the integrity verification of data using on-device signatures, as an example of security-relevant requirements in a smart city scenario.

Lightweight cryptographic identity solutions for the Internet of Things

The same problem discussed in the previous chapter, i.e. that of ensuring that secure communications among IoT devices with low-computational power are implemented
in an efficient manner, is tackled again in this chapter, however this time from a hard-
ware point of view. The chapter presents a solution based on the concept of physical unclonable functions. Physical unclonable functions are the physical representation of one-way functions that are easy to manufacture within an IoT device and exhibit two important properties: first, they are easy to compute but hard to predict, and second, they are hard to duplicate even if their exact manufacturing conditions are known. The chapter demonstrates an example of how such functions can be manufactured and applied to securing communications among devices with low-computational power.

A reputation model for the Internet of Things

The final chapter in this book considers another aspect of securing IoT systems, that of trust management based on reputation of how well the devices, servers and applications in an IoT system behave over time. The chapter first presents a reputation model for IoT networks based on the concept of utility functions, which provide a measure of the satisfaction of an entity with regards to the quality of service it receives from another entity. Reputation is measured with respect to some issue of interest, and in this case, the issue of interest considered is that of the number of times a message is delivered to an application by the IoT device and server. The chapter concludes with the presentation of an architecture for implementing a reputation system in an IoT network and evaluates the results obtained based on one implementation of this architecture, which applied the reputation model, against the expected theoretical results.
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Chapter 1

A security survey of middleware for the Internet of Things

Paul Fremantle

Summary

The rapid growth of small Internet connected devices, known as the Internet of Things (IoT), is creating a new set of challenges to create secure, private infrastructures. The purpose of this chapter is to review the current literature on the challenges and approaches to security and privacy in the IoT, with an especial focus on how these aspects are handled in IoT middleware. We focus on IoT middleware because many systems are built from existing middleware and these inherit the underlying security properties of the middleware framework.

The chapter is composed of three main sections. First, we look at the general security and privacy challenges around IoT. Second, we present a structured literature review of the available middleware and how security is handled in these middleware approaches. Finally, we draw a set of conclusions and identify further work in this area.

1.1 Introduction

The Internet of Things (IoT) was originally coined as a phrase by Kevin Ashton in 1990 [1], with reference to “taggable” items that used Radio-frequency identification (RFID) chips to become electronically identifiable and therefore amenable to interactions with the Internet. With the ubiquity of cheap processors and System-on-Chip (SoC)-based devices, the definition has expanded to include wireless and Internet-attached sensors and actuators, including smart meters, home automation systems, Internet-attached set-top boxes, smartphones, connected cars, and other systems that connect the physical world to the Internet either by measuring it or affecting it.

The IoT is defined variously, but we will use the definition from Reference 2:

“A dynamic global network infrastructure with self configuring capabilities based on standard and interoperable communication protocols where physical and virtual ‘things’ have identities, physical attributes, and virtual personalities and use intelligent interfaces, and are seamlessly integrated into the information network.”
The number of IoT devices has grown rapidly, with a recent estimate suggesting that there were 12.5 billion Internet-attached devices in 2010 and a prediction of 50 billion devices by 2020 [3]. This brings with it multiple security challenges:

- These devices are becoming more central to people’s lives, and hence the security is becoming more important.
- These devices, due to size and power limitations, may not support the same level of security that we would expect from more traditional Internet-connected devices.
- The sheer scale and number of predicted devices will create new challenges and require new approaches to security.

We will explore each of these areas in more detail below, as we look at the potential attacks that are possible on IoT devices.

1.2 Approach

In order to understand the security threats against the IoT, we need to take an approach to classifying threats. The most widely used ontology of security threats is based on the classic “CIA” (Confidentiality, Integrity, Availability) model [4] which has been extended over the years and is now often referred to as the “CIA+” model [5]. In the course of reviewing the available literature and approaches to IoT security, we have created a proposed expansion of the existing framework that we believe works better in the IoT space. In particular, we propose a new ontology based on a matrix of evaluation where we look at each of the classic security challenges in three different aspects: device/hardware, network, and cloud/server-side. In some cells in this matrix, we have not identified any areas where the IoT space presents new challenges; in other words, while the domain space covered by these cells contains security challenges, those challenges are no different from existing Web and Internet security challenges in that domain. In those cells, we can say that the challenges are “unchanged”. In other cells, we specifically identify those challenges that are significantly modified by the unique nature of the IoT.

Figure 1.1 shows the matrix we will use for evaluating security challenges. In each cell, we summarise the main challenges that are different in the IoT world or at least exacerbated by the challenges of IoT compared to existing Internet security challenges. We will explore each cell in the matrix in detail below. Each of the cells is given a letter from A to R and these letters are used as a key to refer to the cells below.

The three aspects (hardware/device, network, cloud/server) were chosen because as we read the available literature these areas became clear as a way of segmenting the unique challenges within the context of the IoT compared with existing Internet security challenges. These form a clear logical grouping of the different assets involved in IoT systems. We will provide a quick overview of each area before we look in detail at each cell of the matrix.

Device and hardware

IoT devices have specific challenges that go beyond those of existing Internet clients. These challenges come from the different form factors of IoT devices,
from the power requirements of IoT devices, and from the hardware aspects of IoT devices. The rise of cheap mobile telephony has driven down the costs of 32-bit processors (especially those based around the Advanced RISC Machine (ARM) architecture [6]), and this is increasingly creating lower cost microcontrollers and SoC devices based on ARM. However, there are still many IoT devices built on 8-bit processors, and occasionally, 16-bit [7]. In particular, the open-source hardware platform Arduino [8] supports both 8-bit and 32-bit controllers, but the 8-bit controllers remain considerably cheaper and more popular.

**Network**

IoT devices may use much lower power, lower bandwidth networks than existing Internet systems. Cellular networks often have much higher latency and more “dropouts” than fixed networks [9]. The protocols that are used for the Web are often too data-intensive and power-hungry for IoT devices. Network security approaches such as encryption and digital signatures are difficult or impractical in small devices.

**Cloud/server-side**

While many of the existing challenges apply here, there are some aspects that are exacerbated by the IoT for the server-side or cloud infrastructure. These include: the often highly personal nature of data that is being collected and the requirement to manage privacy; the need to provide user-managed controls for access; and the lack of clear identities for devices making it easier to spoof or impersonate devices.

<table>
<thead>
<tr>
<th>Security characteristic</th>
<th>Device/hardware</th>
<th>Network</th>
<th>Cloud/server-side</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidentiality</td>
<td>A. Hardware attacks</td>
<td>B. Encryption with low capability devices</td>
<td>C. Privacy concerns</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrity</td>
<td>D. Lack of attestation, illicit updates</td>
<td>E. Signatures with low capability devices</td>
<td>F. Unchanged</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td>G. Physical attacks; radio jamming</td>
<td>H. Unreliable networks</td>
<td>I. Unchanged</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authentication</td>
<td>J. Lack of user input; hardware retrieval of keys</td>
<td>K. Challenges of using federated identity</td>
<td>L. Lack of widely implemented standards around device identity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access control</td>
<td>M. Physical access; lack of local authentication</td>
<td>N. Lightweight protocols for access control</td>
<td>O. Requirement for user-managed access controls</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-repudiation</td>
<td>P. No secure local storage; low capability devices</td>
<td>Q. Signatures with low capability devices</td>
<td>R. Unchanged</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.1 Matrix of security challenges for the IoT**
1.2.1 Cell A: confidentiality/hardware

The confidentiality of data on the device itself can certainly be an issue. While it could be argued that many IoT devices are in public areas, even these devices may store historical data locally, or may have security data (e.g. keys, passwords, credentials or sensitive code) that is liable to attack. Reference 10 is a comprehensive study of many semi-invasive attacks that can be done on hardware. References 11, 12 cover the concept of side channel attacks where the power usage or other indirect information from the device can be used to steal information.

A related issue to confidentiality of the data on the device is the challenges inherent in updating devices and pushing keys out to devices.

The distribution and maintenance of certificates and public keys onto embedded devices are complex [13]. In addition, sensor networks may be connected intermittently to the network resulting in limited or no access to the Certificate Authority (CA). To address this, the use of threshold cryptographic systems that do not depend on a single central CA has been proposed [14], but this technology is not widely adopted: in any given environment this would require many heterogeneous Things to support the same threshold cryptographic approach.

We can also see clearly from a number of publicised attacks [15–17] that device designers have not adjusted to the challenges of designing devices that will be connected either directly or indirectly to the Internet.

A further security challenge for confidentiality and hardware is the fingerprinting of sensors or data from sensors. In Reference 18, it has been shown that microphones, accelerometers, and other sensors within devices have unique “fingerprints” that can uniquely identify devices.

Finally, the use of Public Key Infrastructure (PKI) requires devices to be updated as certificates expire. The complexity of performing updates on IoT devices is harder, especially in smaller devices where there is no user interface. For example, many devices need to be connected to a laptop in order to perform updates. This requires human intervention and validation, and in many cases this is another area where security falls down. For example, many situations exist where security flaws have been fixed but because devices are in homes, or remote locations, or seen as appliances rather than computing devices, updates are not installed [17].

1.2.2 Cell B: confidentiality/network

The confidentiality of data on the network is usually protected by encryption of the data. There are a number of challenges with using encryption in small devices. Performing public-key encryption on 8-bit microcontrollers has been enhanced by the use of Elliptical Curve Cryptography (ECC) [19, 20]. ECC reduces the time and power requirements for the same level of encryption as an equivalent Rivest Shamir Adleman (RSA) public-key encryption [21] by an order of magnitude [22–24]; RSA encryption on constrained 8-bit microcontrollers may take minutes to complete, whereas similar ECC-based cryptography completes in seconds. However, despite the fact that ECC enables 8-bit microcontrollers to participate in public-key encryption systems,
in many cases it is not used. We can speculate as to why this is: first, as evidenced by Sethi et al. [24], the encryption algorithms consume a large proportion of the available Read-Only-Memory (ROM) on small controllers. Second, there is a lack of standard open-source software. For example, a search that we carried out (on the 21 April 2015) of the popular open-source site Github for the words “Arduino” and “Encryption” revealed 10 repositories compared to “Arduino” and “HTTP” which revealed 467 repositories. These 10 repositories were not limited to network level encryption. However, recently an open-source library for Advanced Encryption Standard (AES) on Arduino [25] has made it more effective to use cryptography on Atmel-based hardware.

Another key challenge in confidentiality is the complexity of the most commonly used encryption protocols. The standard Transport Layer Security (TLS [26]) protocol can be configured to use ECC, but even in this case the handshake process requires a number of message flows and is sub-optimal for small devices as documented in Reference 27. Perelman and Ersue [28] has argued that using TLS with Pre-Shared Keys (PSK) improves the handshake. However, they fail to discuss in any detail the significant challenges with using PSK with IoT devices: the fact that either individual symmetric key need to be deployed onto each device during the device manufacturing process, or the same key re-used. In this case, there is a serious security risk that a single device will be broken and thus the key will be available.

There is an alternative protocol for UDP: DTLS (Datagram Transport Level Security) [29] which provides a lighter weight approach than TLS. However, there is still a reasonably large Random Access Memory (RAM) and ROM size required for this [30], and this requires that messages be sent over UDP which has significant issues with firewalls and home routers, making it a less effective protocol for IoT applications [31]. There is ongoing work at the Internet Engineering Task Force (IETF) to produce an effective profile of both TLS and DTLS for the IoT [32].

A significant area of challenge for network confidentiality in IoT is the emergence of new radio protocols for networking. Previously, there were equivalent challenges with Wi-Fi networks as protocols such as WEP were broken [33], and there are new attacks on protocols such as Bluetooth 4.0 (also known as Bluetooth LE/BLE). For example, while BLE utilises AES encryption which has a known security profile, a new key exchange protocol was created, which turns out to be flawed, allowing any attacker present during key exchange to intercept all future communications [34]. One significant challenge for IoT is the length of time it takes for vulnerabilities to be addressed when hardware assets are involved. While the BLE key exchange issues are addressed in the latest revision of BLE, we can expect it to take a very long time for the devices that encode the flawed version in hardware to be replaced, due to the very large number of devices and the lack of updates for many devices. By analogy, many years after the WEP issues were uncovered, in 2011 a study showed that 25% of Wi-Fi networks were still at risk [35].

In Reference 36, a theoretical model of traceability of IoT devices and particularly RFID systems are proposed in order to prevent unauthorised data being accessible. A protocol that preserves the concept of untraceability is proposed.

Many of the same references and issues apply to section E where we look at the use of digital signatures with low power devices.
1.2.3 Cell C: confidentiality and cloud/server

While the issues here are largely similar to normal Web- and Internet-based systems, there are certainly concerns about individual’s privacy on the IoT. For example, the company Fitbit [37] made data about users sexual activity available and easily searchable online [38] by default. There are social and policy issues regarding the ownership of data created by IoT devices [39, 40]. We address these issues in more detail in the Cell O where we look at the access control of IoT data and systems in the cloud and on the server-side.

A second concern that is exacerbated by the IoTs are concerns with correlation of data and metadata, especially around de-anonymisation. In Reference 41, it was shown that anonymous metadata could be de-anonymised by correlating it with other publicly available social metadata. This is a significant concern with IoT data. This is also closely related to the fingerprinting of sensors within devices as discussed in Cell A. An important model for addressing these issues in the cloud are systems that filter, summarise, and use stream-processing technologies to the data coming from IoT devices before this data is more widely published. For example, if we only publish a summarised co-ordinate rather than the raw accelerometer data, we can potentially avoid fingerprinting de-anonymisation attacks.

In addition, an important concern has been raised in the recent past with the details of the government sponsored attacks from the US National Security Agency (NSA) and British Government Communications Headquarters (GCHQ) that have been revealed by Edward Snowden [42]. These bring up three specific concerns on IoT privacy and confidentiality.

The first concern is the revelations that many of the encryption and security systems have had deliberate backdoor attacks added to them so as to make them less secure [43]. The second concern is the revelation that many providers of cloud hosting systems have been forced to hand over encryption keys to the security services [44]. The third major concern is the revelations on the extent to which metadata is utilised by the security services to build up a detailed picture of individual users [45].

The implications of these three concerns when considered in the light of the IoT are clear: a significantly deeper and larger amount of data and metadata will be available to security services and to other attackers who can utilise the same weaknesses that the security services compromise.

1.2.4 Cell D: integrity and hardware/device

The concept of integrity refers to maintaining the accuracy and consistency of data. In this cell of the matrix, the challenges are in maintaining the device’s code and stored data so that it can be trusted over the life cycle of that device. In particular, the integrity of the code is vital if we are to trust the data that comes from the device or the data that is sent to the device. The challenges here are viruses, firmware attacks, and specific manipulation of hardware. For example, Goodin [46] describes a worm attack on router and IoT firmware.

The traditional solution to such problems is attestation [47–49]. Attestation is important in two ways. First, attestation can be used by a remote system to ensure that
the firmware is unmodified and therefore the data coming from the device is accurate. Second, attestation is used in conjunction with hardware-based secure storage (Hardware Security Managers, as described in Reference 50) to ensure that authentication keys are not misused. The model is as follows.

In order to preserve the security of authentication keys in a machine where human interaction is involved, the user is required to authenticate. Often the keys are themselves encrypted using the human’s password or a derivative of the identification parameters. However, in an unattended system, there is no human interaction. Therefore, the authentication keys need to be protected in some other way. Encryption on its own is no help, because the encryption key is then needed and this becomes a circular problem. The solution to this is to store the authentication key in a dedicated hardware storage. However, if the firmware of the device is modified, then the modified firmware can read the authentication key, and offer it to a hacker or misuse it directly. The solution to this is for an attestation process to validate the firmware is unmodified before allowing the keys to be used. Then the keys must also be encrypted before sending them over any network.

These attestation models are promoted by groups such the Trusted Computing Group [51] and Samsung Knox [52]. These rely on specialised hardware chips such as the Atmel AT97SC3204 which implement the concept of a Trusted Platform Module (TPM) [53]. There is research into running these for Smart Grid devices [54]. However, while there is considerable discussion of using these techniques with IoT, during our literature review, we could not find evidence of any real-world devices apart from those based on mobile phone platforms (e.g. phones and tablets) that implemented trusted computing and attestation.

1.2.5 Cell E: integrity and network

Maintaining integrity over a network is managed as part of the public-key encryption models by the use of digital signatures. The challenges for IoT are exactly those we already identified in the section B above where we described the challenges of using encryption from low-power IoT devices.

1.2.6 Cell F: integrity and cloud/server

This area is unchanged by the IoT, so we do not discuss it any further.

1.2.7 Cell G: availability and device/hardware

One of the significant models used by attackers is to challenge the availability of a system, usually through a Denial of Service (DoS) or Distributed Denial of Service (DDoS) attack. DoS attacks and availability attacks are used in several ways by attackers. First, there may be some pure malicious or destructive urge (e.g. revenge, commercial harm, share price manipulation) in bringing down a system. Second, availability attacks are often used as a pre-cursor to an authentication or spoofing attack.
IoT devices have some different attack vectors for availability attacks. These include resource consumption attacks (overloading restricted devices), physical attacks on devices.

1.2.8 Cell H: availability and network

There are clearly many aspects of this that are the same as existing network challenges. However, there are some issues that particularly affect IoT. In particular, there are a number of attacks on local radio networks that are possible. Many IoT devices use radio networking (Bluetooth, Wi-Fi, 3G, General Packet Radio Service (GPRS), LoRa, and others) and these can be susceptible to radio jamming. Another clear area of attack is simply physical access. For example, even wired networks are much more susceptible to DoS attacks when the devices are spread widely over large areas.

1.2.9 Cell I: availability and cloud/server

This area is unchanged by the IoT, so we do not discuss it any further.

1.2.10 Cell J: authentication and device/hardware

We will consider the authentication of the device to the rest of the world in later sections. In this cell of the matrix, we must consider the challenges of how users or other devices can securely authenticate to the device itself. These are however related: a user may bypass or fake the authentication to the device and thereby cause the device to incorrectly identify itself over the network to other parts of the Internet.

Some attacks are very simple: many devices come with default passwords which are never changed by owners. In a well-publicised example [17], a security researcher gained access to full controls of a number of “smart homes”.

Similarly many home routers are at risk through insecure authentication [55]. Such vulnerabilities can then spread to other devices on the same network as attackers take control of the local area network.

A key issue here is the initial registration of the device. A major issue with hardware is when the same credential, key, or password is stored on many devices. Devices are susceptible to hardware attacks (as discussed above) and the result is that the loss of a single device may compromise many or all devices. In order to prevent this, devices either must be pre-programmed with unique identifiers and credentials at manufacturing time, or must go through a registration process at set-up time. In both cases, this adds complexity and expense, and may compromise usability. We argued for the use of the Dynamic Client Registration process in Reference 56 to create unique keys/credentials for each device.

1.2.11 Cell K: authentication and network

Unlike browsers or laptops where a human has the opportunity to provide authentication information such as a user ID and password, IoT devices normally run unattended and need to be able to power cycle and reboot without human interaction. This means that any identifier for the device needs to be stored in the program memory
A security survey of middleware for the Internet of Things

(usually Static RAM (SRAM)), ROM or storage of the device. This brings two distinct challenges:

- The device may validly authenticate, but its code may have been changed.
- Another device may steal the authentication identifier and may *spoof* the device.

In the Sybil attack [57], a single node or nodes may impersonate a large number of different nodes thereby taking over a whole network of sensors.

In all cases, attestation is a key defence against these attacks.

Another defence is the use of reputation and reputational models to associate a trust value to devices on the network.

Reputation is a general concept widely used in all aspects of knowledge ranging from humanities, arts, and social sciences to digital sciences. In computing systems, reputation is considered as a *measure* of how trustworthy a system is. There are two approaches to trust in computer networks: the first involves a “black and white” approach based on security certificates, policies, etc. For example, SPINS [58] develops a trusted network. The second approach is probabilistic in nature, where trust is based on reputation, which is defined as a probability that an agent is trustworthy. In fact, reputation is often seen as one measure by which trust or distrust can be built based on good or bad past experiences and observations (direct trust) [59] or based on collected referral information (indirect trust) [60].

In recent years, the concept of reputation has shown itself to be useful in many areas of research in computer science, particularly in the context of distributed and collaborative systems, where interesting issues of trust and security manifest themselves. Therefore, one encounters several definitions, models and systems of reputation in distributed computing research (e.g. References 59, 61, 62).

There is considerable work into reputation and trust for wireless sensor networks, much of which is directly relevant to IoT trust and reputation. The Hermes and E-Hermes [63, 64] systems utilise Bayesian statistical methods to calculate reputation based on how effectively nodes in a mesh network propagate messages including the reputation messages. Similarly, Chen *et al.* [65] evaluate reputation based on the packet-forwarding trustworthiness of nodes, in this case using fuzzy logic to provide the evaluation framework. Another similar work is [66] which again looks at the packet forwarding reputation of nodes.

1.2.12 Cell L: authentication and cloud/server

The IETF has published a draft guidance on security considerations for IoT [67]. This draft does discuss both the bootstrapping of identity and the issues of privacy-aware identification. One key aspect is that of bootstrapping a secure conversation between the IoT device and other systems, which includes the challenge of setting-up an encrypted and/or authenticated channel such as those using TLS, Host Identity Protocol (HIP) or Diet HIP. The HIP [68] is a protocol designed to provide a cryptographically secured endpoint to replace the use of IP addresses, which solves a significant problem – IP-address spoofing – in the Internet. Diet HIP [69] is a lighter-weight rendition of the same model designed specifically for IoT and Machine-to-Machine (M2M) interactions. While HIP and Diet HIP solve difficult problems,
they have significant disadvantages to adoption. First, they require low-level changes within the IP stack to implement. Second, as they replace traditional IP addressing they require a major change in many existing systems to work. In addition, neither HIP nor Diet HIP address the issues of federated authorisation and delegation.

We proposed [70] using federated identity protocols such as OAuth2 [71] with IoT devices, especially around the MQTT protocol [72]. The IOT-OAS [73] work similarly addresses the use of OAuth2 with Common Open-source Application Publishing Platform (CoAP). Other related works include the work of Augusto and Correia [74] have built a secure mobile digital wallet by using OAuth together with eXtensible Messaging and Presence Protocol (XMPP) [75]. In Reference 56, we extended the usage of OAuth2 for IoT devices to include the use of Dynamic Client Registration [76] which allows each device to have its own unique identity, which we discussed as an important point in the section about Cell A.

1.2.13 Cell M: access control and device/hardware

There are two challenges to access control at the device level. First, devices are often physically distributed and so an attacker is likely to be able to gain physical access to the device. The challenges here were already discussed in Cell A. However, there is a further challenge: access control requires a concept of identity. We cannot restrict or allow access without some form of authentication to the device, and as discussed in our review of Cell J, this is a significant challenge. In addition, systems such as Webinos [77] have proposed using policy-based access control mechanisms such as eXtensible Access Control Markup Language (XACML) [78] for IoT devices. However, XACML is relatively heavyweight and expensive to implement [79], especially in the context of low power devices. To address this, Webinos has developed an engine which can calculate the subset of the policy that is relevant to a particular device. Despite this innovation, the storage, transmission and processing costs of XACML are very high for an IoT device.

1.2.14 Cell N: access control and network

There are a number of researchers looking at how to create new lightweight protocols for access control in IoT scenarios. Mahalle et al. [80] describe a new protocol for IoT authentication and access control is proposed based on ECC with a lightweight handshake mechanism to provide an effective approach for IoT, especially in mobility cases. Hernández-Ramos et al. [81] propose a non-centralised approach for access control that uses ECC once again and supports capability tokens in CoAP.

1.2.15 Cell O: access control and cloud/server

The biggest challenge for privacy is ensuring access control at the server or cloud environment of data collected from the IoT. There is some significant overlap with the area of confidentiality of data in the cloud as well (Cell C).

We argued strongly in Reference 70 that existing hierarchical models of access control are not appropriate for the scale and scope of the IoT. There are two main approaches to address this. The first is policy-based security models where roles and
groups are replaced by more generic policies that capture real-world requirements such as “A doctor may view a patient’s record if they are treating that patient in the emergency room”. The second approach to support the scale of IoT is user-directed security controls. In Reference 82, a strong case is made for ensuring that users can control access to their own resources and to the data produced by the IoT that relates to those users. The User-Managed Access (UMA) from the Kantara Initiative enhances the OAuth specification to provide a rich environment for users to select their own data sharing preferences [83]. We would argue strongly that this overall concept of user-directed access control to IoT data is one of the most important approaches to ensuring privacy.

Winter [84] argues that contextual approaches must be taken to ensure privacy with the IoT. Many modern security systems use context and reputation to establish trust and to prevent data leaks. Context-based security [85] defines this approach which is now implemented by major Web systems including Google and Facebook.

1.2.16 Cell P: non-repudiation and device/hardware

The biggest challenge in the non-repudiation network with IoT devices is the challenge of using attestation for small devices. Attestation is discussed in detail in Cell D. Without attestation, we cannot trust that the device system has not been modified and therefore it is not possible to trust any non-repudiation data from the device.

1.2.17 Cell Q: non-repudiation and network

The same challenges apply here as discussed in Cells B and E. Non-repudiation on the wire requires cryptography techniques and these are often hindered by resource restrictions on small devices. In Reference 86, a non-repudiation protocol for restricted devices is proposed.

1.2.18 Cell R: non-repudiation and cloud/server

This area is unchanged by the IoT, so we do not discuss it any further.

1.2.19 Summary of the review of security issues

In this section, we have proposed a widened ontology for evaluating the security issues surrounding the IoT, and examined the existing literature and research in each of the cells of the expanded matrix. This is an important basis for the next section where we examine the provisions around security and privacy that are available in available middleware for the IoT.

One area that crosses most or all of the cells in our matrix is the need for a holistic and studied approach to enabling privacy in the IoT. As discussed in a number of cells, there are significant challenges to privacy with the increased data and metadata that is being made available by IoT-connected devices. An approach that has been proposed
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to address this is Privacy by Design [87]. This model suggests that systems should be designed from the ground up with the concept of privacy built into the heart of each system. Many systems have added security or privacy controls as “add-ons”, with the result that unforeseen attacks can occur.

In reviewing these areas, we identified a list of security properties and capabilities that are important for the security and privacy of IoT. We will use this list in the second part of this chapter as columns in a new table where we evaluate a set of middleware on their provision of these capabilities.

**Integrity and confidentiality**

The requirement to provide integrity and confidentiality is an important aspect in any network and as discussed in Cells $A–E$ there are a number of challenges in this space for IoT.

**Access control**

Maintaining access control to data that is personal or can be used to extract personal data is a key aspect of privacy. In addition, it is of prime importance with actuators that we do not allow unauthorised access to control aspects of our world.

**Policy-based security**

Managing security in the scale of IoT is unfeasible in a centralised approach. As we discussed, access control and identity models need to be based on policies such as XACML rather than built in a traditional hierarchical approach.

**Authentication**

Clearly, in order to respect privacy, IoT systems need a concept of authentication.

**Federated identity**

As argued in Cell $L$, there is a clear motivation for the use of federated models of identity for authentication in IoT networks.

**Attestation**

Attestation is an important technique to prevent tampering and hence issues with integrity of data as well as confidentiality in IoT.

**Summarisation and filtering**

The need to prevent de-anonymisation is a clear driver for systems to provide summarisation and filtering technologies such as stream processing.

**Privacy by Design**

As discussed above, an important approach to ensuring privacy is to build this into the design of the systems.

**Context-based security and reputation**

Many modern security models adapt the security based on a number of factors, including location, time of day, previous history of systems, and other aspects known as context. Another related model is that of the reputation of systems, whereby systems that have unusual or less-than-ideal behaviour can be trusted less using probabilistic models. In both cases, there are clear application to IoT privacy as discussed above.

There are of course many other aspects to IoT security and privacy as we have demonstrated in the matrix table and accompanying description of each cell. However,
these specific aspects form an effective set of criteria by which to analyse different systems, as we show below.

1.3 Secure middleware for the IoT

1.3.1 Introduction

Middleware has been defined as computer software that has an intermediary function between the various applications of a computer and its operating system [88]. In our case, we are interested in middleware that is specifically designed or adapted to provide capabilities for IoT networks. There are a number of existing surveys of IoT middleware. Bandyopadhyay et al. [89, 90] review a number of middleware systems designed for IoT systems. While they look at security in passing, there is no detailed analysis of the security of each middleware system. Reference 91 calls out the need for security, but no analysis of the approaches or existing capabilities is provided. Reference 92 is a very broad survey paper that addresses IoT middleware loosely.

It is clear then, that a detailed evaluation of security in IoT middleware is a useful contribution to the literature. We therefore identified a set of middleware systems to study.

1.3.2 Review methodology

This set was identified through a combination of the existing literature reviews on IoT middleware [89, 91] together with our own search for middleware systems that explicitly target IoT scenarios. Some of the systems that were included in these papers we excluded from our list on the basis that they were not middleware systems. For example, Reference 91 lists TinyREST [93] as a middleware, but in fact we considered this paper to be the definition of a standard protocol and therefore we excluded it.

Our search strategy was to use a search for the terms (“IoT” OR “Internet of Things”) AND “Middleware”. We searched only in the subject terms and restricted the search to academic papers written in English. The search was carried out by the Portsmouth University Discovery system which is a metasearch engine. The list of databases that are searched is available in Reference 94. This strategy identified 152 papers. We then manually reviewed the abstracts of these papers to identify a list of functioning middleware systems as opposed to papers that describe other aspects of IoT without describing a middleware system. This produced a list of 22 middleware systems. The table in Figure 1.2 summarises the middleware systems that we reviewed as well as the major findings of the review.

In our study, we looked for the security properties listed in Section 1.2.19. We also identified if the middleware had a clearly defined security model and/or security implementation. In addition, we used some other more general characteristics, including whether the systems supported Simple Object Access Protocol (SOAP)/Web Services (WS), REST, Event-Based models, Semantic approaches, and IoT-specific protocols. Together with the security properties these make up the columns of our summary table.
<table>
<thead>
<tr>
<th>Middleware</th>
<th>Defined security model</th>
<th>Tangible security architecture</th>
<th>SOAP/WS-*</th>
<th>REST</th>
<th>Event driven</th>
<th>Semantic</th>
<th>IoT-specific protocol support</th>
<th>Integrity and confidentiality</th>
<th>Access control</th>
<th>User-centric access control</th>
<th>Policy-based security</th>
<th>Authentication</th>
<th>Federated identity</th>
<th>Attestation</th>
<th>Summarisation and filtering</th>
<th>Privacy by design</th>
<th>Context-based security</th>
<th>Reputation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASPIRE</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CBCPM</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dioptase</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DREMS</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EDSOA</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GSN</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hydra/LinkSmart</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ISMB/VIRTUS</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MOSDEN</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NAPS</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OpenIoT</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SBIOTCM</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SIRENA</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SMEPP</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SOCRADES</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Thingonomy</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UBIROAD</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UBISOAP</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UBIWARE</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WEBINOS</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WHEREX</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>XMPP</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Figure 1.2  Summary of reviewed middleware systems and major properties
Below are the specific details of each middleware system.

1.3.3 **ASPIRE**

ASPIRE Project (Advanced Sensors and lightweight Programmable middleware for Innovative Rfid Enterprise applications) [95] is a European Union (EU)-funded project that created an open, royalty-free middleware for RFID-based applications. There is insufficient description of the security architecture to make any sensible review.

1.3.4 **UBIW ARE**

The UBIWARE project is a smart semantic middleware for Ubiquitous Computing [96]. The security model for UBIWARE is not clearly described in the original paper, but an additional paper describes a model called Smart Ubiquitous Resource Privacy and Security (SURPAS) [97], which provides a security model for UBIWARE. UBIWARE is designed to utilise the semantic Web constructs, and SURPAS utilises the same model of semantic Web as the basis for the abstract and concrete security architectures that it proposes. The model is highly driven by policies and these can be stored and managed by external parties. In particular, the SURPAS architecture is highly dynamic, allowing devices to take on board new roles or functions at runtime. While the SURPAS model describes a theoretical solution to the approach, there are few details on the concrete instantiation. For example, while the model defines a policy-based approach to access control, there are no clearly defined policy languages chosen. There is no clear model of identity or federation, and there is no clear guidance on how to ensure that federated policies that are stored on external servers are protected and maintain integrity. The model does not address any edge computing approaches or filtering/summarisation of IoT data. However, the overall approach of using ontologies and basing policies on those ontologies is very powerful.

1.3.5 **UBIROAD**

The UBIROAD middleware [98] is a specialisation of the UBIWARE project specifically targeting traffic, road management, transport management, and related use-cases. There is insufficient description of the security and trust architecture to make any meaningful review.

1.3.6 **UBISOAP**

ubiSOAP [99] is a Service-Oriented Architecture (SOA) approach that builds a middleware for Ubiquitous Computing and IoT based on the WS standards and SOAP. There is insufficient description of the security and trust architecture to make any meaningful review.

1.3.7 **SMEPP**

Secure Middleware for P2P (SMEPP) [100] is an IoT middleware explicitly designed to be secure, especially dealing with challenges in the peer-to-peer model. SMEPP
security is based around the concept of a group. When a peer attempts to join a group, the system relies on challenge–response security to implement mutual authentication. At this point, the newly joined peer is issued a shared session key which is shared by all members of the group. SMEPP utilises elliptic key cryptography to reduce the burden of the security encryption onto smaller devices. Overall SMEPP has addressed security effectively for peer-to-peer groups, but assumes a wider PKI for managing the key model used within each group. In addition, there is no discussion of access control or federated identity models, which are important for IoT scenarios. The model is that any member of the group can read data published to the group using the shared session key.

1.3.8 SOCRADES

SOCRADES [101] is a middleware specifically designed for manufacturing shop floors and other industrial environments. Based on SOAP and the WS stack, it utilises the security models of the WS stack, in particular the WS-Security standard for encryption and message integrity. There is no special support for federation, tokens or policy-based access control (instead relying on role-based access control). The resulting eXtensible Markup Language (XML) approach is very heavyweight for IoT devices and costly in terms of network and power [102]. In addition, the lack of explicit support for tokens and federated security and identity models creates a significant challenge in key distributions and centralised identity for this approach.

1.3.9 SIRENA

SIRENA (Service Infrastructure for Real-time Embedded Networked Devices) [103] is a SOAP/WS-based middleware for IoT and embedded devices. While there is little description of the security framework in SIRENA, it does show the use of the WS-Security specification. As previously discussed, this approach is very heavyweight, has issues with key distribution, federated identity, and access control.

1.3.10 WHEREX

WhereX [104] is an event-based middleware for the IoT. There is insufficient description of the security and trust architecture to make any meaningful review.

1.3.11 WEBINOS

The Webinos [77] system has a well-thought through security architecture. The Webinos system is based around the core concept of devices being in the personal control of users and therefore having each user having a “personal zone” to protect. This is a more advanced concept but in the same vein as the protected sub-domains in VIRTUS. In the Webinos model, each user has a cloud instance – known as the Personal Zone Hub (PZH) that supports their devices. The PZH acts as a service to collect and offer access to data and capabilities of the user’s devices. The PZH acts as a CA, issuing certificates to the devices that are used for mutual authentication using TLS. Users authenticate to the PZH using the OpenID protocol. On the device, a communications
module known as the Personal Zone Proxy (PZP) handles all communications with the PZH.

The idea of the Personal Zone may have significant issues however, when a single device is used by many different people (e.g. the in-car system in a taxi as opposed to a personal vehicle). These issues are not addressed in Webinos, though they are called out in the lessons learnt.

Webinos utilises policy-based access control modelled in XACML [78]. The system pushes XACML policies out to devices to limit the spread of personal and contextual data.

Webinos addresses the issue of software modification using an attestation Application Programming Interface (API), which can report whether the software running is the correct level. This requires the device to be utilising TPM hardware that can return attestation data.

Webinos also addresses the issue of using secure storage on devices where the device has such storage.

While the Webinos project does address many of the privacy concerns of users through the use of the PZH, there is clearly further work that could be done. In particular, the ability for users to define what data they share with other users or other systems using a protocol such as OAuth2 [71], and the ability to install filters or other anonymising or data reduction aggregators into the PZH are lacking. One other aspect of Webinos that is worth drawing attention to is the reliance on a certain size of device: the PZP that is needed on the device is based on the node.js framework and therefore the device needs to be of a certain size (e.g. a 32-bit processor running a Linux derivative or similar) to participate in Webinos.

1.3.12 GSN

The GSN (Global Sensor Networks) framework [105] defines a middleware for the IoT that requires little or no programming. The security architecture of the system is not described in any detail; there are diagrams of the container architecture which point to access control and integrity checks, but unfortunately there is not sufficient discussion to be able to categorise or evaluate the approach taken.

1.3.13 MOSDEN

MOSDEN (Mobile Sensor Data Processing Engine) [106] is an extension of the GSN approach (see above) which is explicitly targeted at opportunistic sensing from restricted devices. As with GSN, there is insufficient description of the security and trust architecture to make any meaningful review.

1.3.14 Thingsonomy

Thingsonomy [107] is an event-based publish–subscribe-based approach that applies semantic technology and semantic matching to the events published within the system. There is no description of a security model.
1.3.15 OpenIoT

OpenIoT is an open cloud-based middleware for the IoT. It also extends the GSN framework. There is insufficient description of the security model to make any meaningful review.

1.3.16 Dioptase

Dioptase [108] is a RESTful stream-processing middleware for IoT. Dioptase does address a number of useful aspects for privacy, including intermediate stream processing of data, summarisation, and filtering. However, there is no detailed security architecture or description and the security model is left as an item of future work.

1.3.17 VIRTUS

The VIRTUS middleware [109] utilises the core security features of the XMPP to ensure security. This includes tunnelling communications over TLS, authentication via Simple Authentication and Security Layer (SASL), and access control via XMPP’s built-in mechanisms. SASL is a flexible mechanism for authentication which supports a number of different systems including token-based approaches such as OAuth2 or Kerberos, username/password, or X.509 certificates. For client-to-server-based communications, it is not clear from the description which of these methods are actually implemented within VIRTUS. For server-to-server communications, there is specified use of SASL to ensure full server federation.

While the VIRTUS model does not describe the challenges of implementing a personal instance of middleware for single users or devices, there is a concept of edge computing described, where some interactions may happen within an edge domain (e.g. within a house) and lower security is required within that domain while higher security is expected when sharing that data outside. This model is fairly briefly described but provides an interesting approach. One challenge is that there are multiple assumptions to this: first, that security within the limited domain needs less security, when there may be attackers within that perimeter. Second, that the open channel to the wider Internet cannot be misused to attack the edge network. The ability to calculate, summarise, and/or filter data from the edge network before sharing it is also not discussed except in very granular terms (e.g. some data are available, other data are not).

1.3.18 Hydra/LinkSmart

Hydra [110] was a EU-funded project which has since been extended and renamed as LinkSmart. The Hydra team published a detailed theoretical model of a policy-based security approach [111]. This model is based on using lattices to define the flow of information through a system. This model provides a language-based approach to security modelling. However, while this paper is published as part of the Hydra funded project, there is no clear implementation of this in the context of IoT or description of how this work can benefit the IoT world. However, because Hydra/LinkSmart is
an Open-Source project [112] with documentation beyond the scientific papers, it is possible to understand the security model in greater detail by review of this project.

The Hydra and LinkSmart architectures are both based on the WS specifications, building on the SOAP [113], which in turn builds on XML [114]. The security model is described in some detail in the LinkSmart documentation [115]. The model utilises XML Security [116]. There are significant challenges in using this model in the IoT world. XML Security has a number of performance issues which are exacerbated by the need to utilise this in an IoT context. For example, any digital signature in XML Security needs a process known as XML Canonicalisation (XML C14N). XML Canonicalisation is a costly process in both time and memory. Binna [117] shows that the memory usage is more than $10 \times$ the size of the message in memory (and XML messages are already large for IoT devices). The Hydra/LinkSmart approach also uses symmetric keys for security which is a challenge for IoT because each key must be uniquely created, distributed, and updated upon expiry into each device creating a major key management issue.

Hydra/LinkSmart offers a service called the TrustManager. This is a system that uses the cryptographic capabilities to support a trusted identity for IoT devices. This works with a PKI and certificates to ensure trust. Once again there are challenges in the distribution and management of the certificates to the devices which are not addressed in this middleware.

The Hydra middleware does not offer any policy-based access control for IoT data, and does not address the secure storage of data for users, nor offer any user-controlled models of access control to user’s data.

1.3.19 EDSOA

An Event-Driven Service-Oriented Architecture (EDSOA) for the Internet of Things Service Execution [118] describes an approach that utilises an event-driven SOA. There is no security model described.

1.3.20 DREMS

Distributed Real-Time Managed Systems (DREMS) [119] is a combination of software tooling and a middleware runtime for IoT. It includes Linux Operating System extensions as well. DREMS is based on an actor [120] model has a well-defined security model that extends to the operating system. The security model includes the concept of multi-level security (MLS) for communications between a device and the actor. The MLS model is based on labelled communications. This ensures that data can only flow to systems that have a higher clearance than the data being transmitted. This is a very powerful security model for government and military use-cases. However, this approach does not address needs-based access control. For example, someone with Top Secret clearance may read data that is categorised as Secret even if they have no business reason to utilise that data. The weaknesses of this model have been shown with situations such as the Snowden revelations.
1.3.21 XMPP

Iivari et al. [121] describe how the XMPP architecture can be applied to the challenges of M2M and hence the IoT, together with a proof-of-concept approach. The system relies on the set of XMPP extensions around publish–subscribe and the related XMPP security models to implement security. This includes TLS for encryption, and access control models around publish–subscribe. There is also a discussion about leakage of information such as presence from devices. The proof-of-concept model did not include any federated identity models, but did utilise a One-Time Password (OTP) model on top of XMPP to address the concepts such as temporary loans of devices.

1.3.22 Cloud-based car parking middleware

In Reference 122, the authors describe an Open Services Gateway initiative (OSGi)-based middleware for smart cities enabling IoT-based car parking. There is no description of the security architecture.

1.3.23 NAPS

The Naming, Addressing, and Profile Server (NAPS) [123] describes a heterogeneous middleware for IoT based on unifying data streams from multiple IoT approaches. Based on RESTful APIs, the NAPS approach includes a key component handling Authentication, Authorisation, and Accounting (AAA). The design is based on the Network Security Capability model defined in the ETSI M2M architecture [124]. However, the main details of the security architecture have not yet been implemented and have been left for future work. There is no consideration of federated identity or policy-based access control.

1.3.24 SBIOTCM

In A SOA Based IOT Communication Middleware [125] is a middleware based on SOAP and WS. There is no security model described.

1.4 Summary of IoT middleware security

In reviewing both the security and privacy challenges of the wider IoT and a structured review of more than 20 middleware platforms, we have identified some key categories that can be applied across these areas.

First, we must deal with the significant proportion of the systems that did not address security, left it for further work, or did not describe the security approach in any meaningful detail. This category includes WHEREX, ASPIRE, GSN, Thingsonomy, Dioptase, OpenIoT, UBIROAD, UBISOAP, CBCPM, and EDSOA.

There are two further approaches (UBIWARE and NAPS) that offer theoretical models but did not demonstrate any real-world implementation or concrete approach.

The next clear category is those middlewares that apply the SOAP/WS model of security. This includes SOCRADES, SIRENA, and Hydra/LinkSmart. As we have discussed in the previous sections, there are significant challenges in performance,
memory footprint, processor power, and usability of these approaches when used with the IoT.

Two of the approaches delegate the model to the XMPP standards: VIRTUS and XMPP [121, 126]. XMPP also has the complexity of XML, but avoids the major performance overheads by using TLS instead of XML Encryption and XML Security.

This finally leaves a few unique approaches, each of which brings their own unique benefits.

DREMS is the only system to provide MLS based on the concept of security clearances. While this model is attractive to government and military circles (because of the classification systems used in those circles), we would argue that it fails in many regards for IoT. In particular, there are no personal controls, no concept of federated identity, and no policy-based access controls in this model.

SMEPP offers a model based on PKIs and shared session keys. We would argue this approach has a number of challenges scaling to the requirements of the IoT. First, there are significant issues in key distribution and key revocation. Second, this model creates a new form of perimeter based on the concept of a shared session key. That means that if one device is compromised then the data and control of all the devices in that group are also compromised.

Only Dioptase supports the concept of stream processing in the cloud, which we argue is a serious requirement for the IoT. The requirement is to be able to filter, summarise, and process streams of data from devices to support anonymisation and reduction of data leakage.

Finally, we identified that the most advanced approach is that proposed by Webinos. Webinos utilises some key technologies to provide a security and privacy model. First, this uses policy-based access control (XACML). The model does not however support user-guided access control mechanisms such as OAuth2 or UMA.

Webinos does support the use of federated identity tokens (OpenID), but only from users to the cloud, as opposed to devices to the cloud. We and others have proposed the model of using federated identity tokens from the device to the cloud in References 56, 70, 73.

The contribution of the Webinos work with the largest potential impact is the concept of PZH, which is a cloud service dedicated to a single user to handle the security and privacy requirements of that user. There is, however, further research around this area: the PZH model from Webinos does not examine many of the challenges of how to implement the PZH in real life. For example, user registration, cloud hosting, and many other aspects need to be defined in more detail before the Webinos PZH model is practicable for real-world projects. In addition, there are challenges using the PZH model with smaller devices because of the requirement to use the PZP.

1.4.1 Overall gaps in the middleware

When we look at the requirements for security and privacy of the IoT, we can see there are some gaps that are not provided by any of the reviewed middleware systems.

- None of the middleware systems explicitly applied the concept of Privacy by Design in designing a middleware directly to support privacy, although Webinos did exhibit many of the characteristics of a system that used this approach.
• None of the models applied any concepts of context-based security or reputation to IoT devices.
• None of the middleware systems offered a user-centric model of access control.
• None of the middleware systems utilised federated identity at the device level.

1.5 Discussion

1.5.1 Contributions

In this chapter, we have taken a two-phase approach to reviewing the available literature around the security and privacy of IoT devices.

In the first part, we created a matrix of security challenges that applied the existing CIA+ model to three distinct areas: device, network, and cloud. This new model forms a clear contribution to the literature. In each of these areas, we either identified that there a no distinct challenges or we identified a set of clear challenges that is either unique to or exacerbated by the IoT.

In the second part, we used a structured search approach to identify 22 specific IoT middleware frameworks and we analysed the security models of each of those. While there are existing surveys of IoT middleware, none of them focussed on a detailed analysis of the security of the surveyed systems and therefore this has a clear contribution to the literature.

1.5.2 Further work

In our survey, we have identified some clear gaps. Over half the surveyed systems had either no security or no substantive discussion of security. Out of 22 surveyed systems, we found very few that addressed a significant proportion of the major challenges that we identified in the first section. We found certain aspects that were identified in the first section that were not addressed by any of the surveyed systems. Based on this, we believe there is a significant opportunity to contribute to the research by creating a middleware for IoT that addresses these gaps.

• To define a model and architecture for IoT middleware that is designed from the start to enable privacy and security (Privacy by Design).
• Second, to bring together the best practice into a single middleware that includes: federated identity (for users and devices), policy-based access control, UMA to data, stream processing in the cloud.
• Third, there is considerable work to be done to define a better model around the implementation challenges for the concept of a personal cloud service (e.g. the Webinos PZH). This includes the hosting model, bootstrapping, discovery, and usage for smaller devices.
• Finally, creating a middleware system that applies context-based security and reputation to IoT middleware.
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Summary

Privacy protection is gaining public attention, and even more so with the advances of the Internet of Things (IoT). But there is still no consensus on how privacy can be engineered, even for traditional Information Technology (IT) systems. This chapter, after discussing the main challenges, proposes a general methodology to manage the privacy engineering in the context of IoT and some technical building blocks and solutions.

More concretely, this chapter explains why IoT both increases the likelihood and aggravates the impact of data breaches in IT systems. Then, after presenting existing privacy protection principles and frameworks and mapping them to privacy protection mechanisms, a privacy development life cycle (PDLC) is proposed. Finally, privacy-enhancing technologies specific for the IoT are presented, as the application of a PDLC in IoT would require new and adapted technologies due to IoT’s constraints.

2.1 Introduction

The Internet of Things (IoT) is expected to bring huge changes upon society and economy over the next 10–15 years. In doing so, it will also massively collect, store, and automatically process data, much of which will be related to individuals. In the Mauritius Declaration on the Internet of Things, see Reference 1, Data Protection and Privacy Commissioners underline that IoT can change the way we do things, e.g., in health care, transportation, and energy, but it can also reveal intimate details of users through the data collected by sensors. If this data is collected without the consent of the user, or leaks to attackers, significant consequences will follow for users and industries. The International Conference of Data Protection and Privacy Commissioners state therefore that providing the protection of big data in one system is a major problem already, the protection of data generated autonomously and ubiquitously from many IoT devices will be many times larger. More than 16 billion devices, see Reference 2, are forecasted to interact by 2020, allowing unexpected possibilities for users and industries. The potential of the IoT has been recognized worldwide, see, e.g., Reference 3.
In order to understand the privacy conflict in IoT, we have to understand how IoT can generate economical value. Kenneth Cukier, editor of *The Economist* and previous editor of *Wall Street Journal Asia* expresses it as follows [4]: “Well, think about it. You have more information. You can do things that you couldn’t do before. […] The general idea is that instead of instructing a computer what to do, we are going to simply throw data at the problem and tell the computer to figure it out for itself. […] And this idea of machine learning is going everywhere.”

Data is an asset of great value, as seen in the Big and Smart Data boom. IoT is a key technology to reach new data sources. IoT devices can measure and quantify entities in a way that was not possible before, e.g., real-time electrocardiographic data from individual persons and data from public spaces with a multitude of entities. Data can be stored in the cloud and linked with other data from other sensors or other systems. This “enriched” data can reveal structures that correspond to purposes not identified in the first place, which fundamentally contradict the data protection principle of consented and purpose-bound processing.

A common understanding in Big Data is that parties collecting the data (which are not the data subjects themselves) are free to decide what they want to do with it to achieve their business goals.

This again contradicts privacy principles: it is the data subject, that is, the person to whom the data refers to, and not simply the “data generator” or the “data controller”, the entity that should determine how the data can be used and by whom.

The European Commission (EC) has expressed concern regarding the challenges of data protection in the IoT as well, see Reference 5. Particularly, the Article 29 Data Protection Working Party – an advisory working group of the EC – states in Reference 6 that the society’s acceptance and the benefits promised to cities and industries regarding the potential of the IoT will heavily depend on the perception of data protection provided by IoT. The following quotation is taken from Reference 6:

*Beyond legal and technical compliance, what is at stake is, in fact, the consequence it may have on society at large. Organisations which place privacy and data protection at the forefront of product development will be well placed to ensure that their goods and services respect the principles of privacy by design and are equipped with the privacy friendly defaults expected by EU citizens.*

The remainder of this chapter is structured as follows: In Section 2.2, we give an overview of related literature. In Section 2.3, we look at why privacy is challenging and which consequences might happen if breaches occur. In Section 2.4, we discuss existing work on privacy principles and engineering for IoT. In Section 2.5, we describe how a privacy development life cycle (PDLC) could look like, how existing work can be integrated into the life cycle, and which phases still need further research. In Section 2.6, we present several building blocks and privacy-enhancing technologies (PETs) for IoT. We conclude the chapter with Section 2.7 with open challenges and future work.
2.2 Related work

This section gives an overview of work that is discussed throughout this chapter.

A wide variety of cryptographic and non-cryptographic PETs have been developed since the beginning of the world wide web. In References 7, 8, Goldberg et al. survey PETs for web systems over a time span of 10 years. One the one hand, the survey shows how once promising technologies have proven unuseful, e.g., re-mailers; on the other hand, it shows how proposals have matured into well-used privacy tools, e.g., onion routing.

Goldberg resumes his survey by saying that advances have been encouraging but much work remains. And even more so in IoT: most of the technologies surveyed, even mature ones, have to be adapted to match IoT’s limitations. We discuss which limitations exist, see Section 2.6.7, and present several IoT adapted PETs in Section 2.6.

A development life cycle is supposed to help developers planning security from the design, iteratively build security mechanisms and risk reducing strategies as well as benchmark their systems. We relate in Section 2.5 to frameworks or methodologies of known Security Development Life cycles (SDLs) to achieve these properties, particularly Microsoft’s SDL [9], the Building Security In Maturity Model, see Reference 10, and the Software Assurance Maturity Model (SAMM), see Reference 11.

For privacy there are several “manifestos” or “foundational principles”, and a couple of books (like Privacy Engineering by Ian Oliver [12], The Privacy Engineer’s Manifesto by Michelle Dennedy et al. [13]), which propose own methodologies based on the same or similar principles we discuss in Section 2.4. We see the need for an approach that is close to known SDLs with explicit suggestions on the methodology for each life cycle step instead of a broader questionnaire-based approach. We formulate our proposal in Section 2.5.

Foundational principles for privacy can be found in the privacy by design framework, see Reference 14, which has been suggested as the solution for data protection for several years now. We discuss its applicability for engineering privacy in Section 2.4.2.

Closely related to our proposal is the privacy-by-design methodology of PRerparing Industry to Privacy-by-design by supporting its Application in REsearch (PRIPARE), see Reference 15. We discuss the PRIPARE method, similarities, and differences in Section 2.4.3.

We will also discuss other technologies in each section of the life cycle. Particularly, we propose to use the risk-based threat analysis approach of LINDDUN [16], privacy design strategies by Hoepman, see Reference 17, and the post-release emergencies play by the Canadian Office of the Privacy Commissioner (OPC), see Reference 18. We will discuss these methods in Section 2.5.

2.3 The challenges and consequences of privacy breaches

In Section 2.1, we pointed out a fundamental tension between IoT and privacy. In this section, we look at the possible consequences of data breaches and the challenges of applying data protection to future IoT systems.
Data is an asset of immense business value for companies as well as the trust that customers and users have in them. Privacy violations may endanger both, the value of the data and the trust that people have placed. Moreover, the costs of privacy-related lawsuits could be huge. Yet, privacy breaches and violations are common in the news. For instance in 2009, Facebook settled a privacy-related lawsuit over $9.5 million due to its service Beacon. Beacon tracked a user’s behaviour at 44 external shopping websites and published the consumption activities of the user in its Facebook profile under the “News Feed”, see Reference 19. Beacon was introduced in Facebook as an opt-out approach and needed no explicit user consent. Following the lawsuit, Facebook tried to implement further privacy controls and easier opt-out, see Reference 20, but nevertheless, Beacon was shut down shortly after that. Anthem Inc., second largest insurance company in the United States, leaked 80 million records including names, social security numbers, dates of birth, and other sensitive details such as health status [21]. Google Buzz is a further example. Buzz was a social online network that was supposed to compete with Facebook and Twitter [22]. Google took advantage of its Gmail user base and linked both services to generate a high user traffic. Based on the email traffic of the users, Buzz profiles showed user names and relationships between each other. The latter was the most intrusive property of Buzz, as email relationships of users were exposed publicly. Google was confronted with high criticism, including a lawsuit filed by The Federal Trade Commission, which was settled for $8.5 million, see Reference 23.

The consequences for companies after a privacy breach have been evaluated by several sources. For example, the Cost of Data Breach Study, see Reference 24, shows that a single lost or stolen record may cause an average damage of $154. Data breaches ranged in 2015 from 2.2 to more than 101 lost records per incident, equalling an economic damage from $338.8 to $15.554. This does not include “mega breaches” which, according to the study, disclose a minimum of 10 million records, causing a damage of 1.3 million US dollars or more. The costs per breach include direct and indirect costs. Direct costs incur engaging forensic experts, hotline support, and providing discounts to recompense the user. Indirect costs are extrapolated calculations of customer loss and diminished customer acquisition.

In some cases, the consequences for companies may turn out to be not as big as for the users. For example, the data breach of Sony’s PlayStation Network in 2014 was estimated to cost more than $100 million, see Reference 25. In their following quarter financial report, see Reference 26, Sony stated the reduction of costs to $15 million. Additionally, Sony was able to use the attention from the breach to push their publicity, flagging the attack as an attempt to stop the release of a controversial movie produced by Sony, thus gaining more subscribers as Sony released the movie in their entertainment network exclusively, see Reference 27.

The Sony case shows that companies might not see the need for data protection, as they can keep the breach costs low. Therefore, to push companies to protect user data, high sanctions as well as regulations have been demanded that do not allow loopholes. These exist in current directives, as they are too high level to decide whether protection is adequate or not, see, e.g., the discussion in Reference 28. Accordingly, there is need for technology to protect personal data in different scenarios.
For example, if no efficient PET is available for IoT devices due to their constraints, only a best effort protection can be demanded from companies, even if they are insufficient.

The society can suffer from serious consequences besides economical loss if IoT is used to track users. One consequence can be the so-called chilling effect, see Reference 29. The chilling effect describes the fear of individuals of being judged by their actions and decisions. In order to avoid such effects and increase user acceptance, IoT system operators will have to be transparent to users, e.g., by showing that their systems are not used for extensive tracking. Privacy will therefore be a key acceptance criterion for IoT.

Technical means to support privacy in IoT could therefore be beneficial for users and service providers, but there are “huge challenges faced by Internet of Things developers, data protection authorities and individuals”, see Reference 1.

For example, the data gathered in public spaces relates to many different individual data subjects, and it will not be easy to ask them for consent or inform them about the purpose. The transparency of the data provenance and integrity is difficult to guarantee in a scenario where subjects are continuously being monitored and tracked by a large number of devices. And even if technical solutions exist, constrained devices used in IoT make the use of security and privacy mechanisms difficult to implement, configure, and use.

In Section 2.6, we will look into details of which PETs are needed in IoT.

2.4 Privacy principles and engineering for the IoT

There are several well-established security engineering principles, best practices, and guidelines for software and system development. Frameworks or methodologies like the SDL, see Reference 9, the Building Security In Maturity Model, see Reference 10, and the SAMM, see Reference 11, can help developers to plan security from the design, iteratively build security mechanisms and risk reducing strategies as well as benchmark their systems.

In the case of privacy, the situation is not clear-cut. There are several key approaches, and several “manifestos” or “foundational principles”, and a couple of books (like Privacy Engineering by Ian Oliver [12], The Privacy Engineer’s Manifesto by Michelle Dennedy et al. [13]), but there is still no wide consensus on how a possible privacy development framework (PDLC) should look like, nor what the main engineering principles would be, see Reference 30. Foundational principles for privacy can be found in the privacy by design framework, see Reference 14, which we will briefly present later. Privacy engineering proposals can be found in the National Institute of Standards and Technology Standard 806 [31] and PRIPARE [15], and privacy guidelines in Spiekermann and Cranor [32]. According to the Internet Privacy Engineering Network [33], “one reason for the lack of attention to privacy issues in development is the lack of appropriate tools and best practices [. . . ]. There are, unfortunately, few building blocks for privacy friendly applications and services [. . . ]”. We will present some building blocks and PETs for IoT in Section 2.5.3.
In this section, we present the current approaches to Privacy Engineering, including Privacy by Design and PRIPARE, and sketch how a PDLC should look like. But first we look at the Privacy Principles from a regulation point of view.

2.4.1 The European Data Protection Rules

The European Union (EU) directive of 1995 adopted many principles of fair information practice which can be found also in the Canadian Privacy by Design model. The principles can be found in two directives, Directive 95/46/EC and Directive 2002/58/EC. The directive of 2002 is an extension of the privacy protection rules of 1995 for privacy in electronic communications. In summary, the principles are:

Consent states that personal data shall be collected and processed only for a specified, explicit, and legitimate purpose. The words “specified” and “legitimate” imply that a data subject and the processing party have to agree on a common consent to how the data is exactly processed and which processes are outside of a legitimacy.

**Purpose legitimacy and specification** is closely related to Consent. This concept explicitly asks developers to understand which personal data is exactly being used how and for which purpose.

**Collection limitation** means that the collection of personal data must be “adequate, relevant and not excessive”.

**Data minimization** is familiar with the previous principle. Data minimization heavily supports privacy by design, by helping to avoid the collection, generation, and storage of personal data.

**Notice and Access** is defined as “communication to him [i.e., the data subject] in an intelligible form of the data undergoing processing and of any available information as to their source, [and the] knowledge of the logic involved in any automatic processing of data concerning him at least in the case of the automated decisions […]”.

**Individual Participation** According to the European Directive 95/46/EC on Protection of Personal Data (art.12 (b)), data subjects have the right to withdraw from the processing of their personal data. This includes data collection.

**Accountability** Data subjects have the right to receive compensation from a processing party in case of data breaches. Therefore, data controllers have to be identified clearly and assigned responsibilities for the data they are controlling.

The principles express fundamental rights of all EU citizens and have helped to harmonize data protection regulation in Europe as they are widely applicable due to their neutrality in terms of technology. But, on the other hand, some aspects remain unspecific. For example, it is unclear how much choice and control citizens should have.

In Reference 34, Koops discusses the directives from a citizen perspective and observes that exercising data subject rights is
highly theoretical. Yes, you can be informed, if you know where to look [...]. Yes, you can request controllers [...] if you know that you have such a right in the first place [...]. Yes, you can request correction or erasure, if you know whom to ask (but how are you ever going to reach everyone in the chain [...]?). There are simply too many ifs and buts to make data subject rights meaningful in practice.

The new European Data Protection Regulations want to target the difficulty to apply the protection rules and the unclear scope by defining specific and additional regulations [35].

2.4.2 Privacy by Design

Privacy by Design, see Reference 36, has been suggested as the solution for data protection for several years now. Privacy by Design seeks to unify privacy methodologies, define processes via a “Privacy Impact Assessment Guidelines” and identify fundamental principles in a holistic framework. The core of the framework comprises seven fundamental principles which stress the importance of considering privacy from the early steps of design and through the whole life cycle. The steps are:

Be proactive not reactive Privacy should be included in a system preventively, that means in the design and architecture, not remedial.

Privacy as the default It has been shown that the default settings of a system are mostly used in the lifetime of a system, even if options are available. Therefore, the most privacy-preserving state of a system should be its default.

Privacy embedded into design This point re-enforces that privacy should be embedded into the design.

Full functionality Integrating privacy and security does not have to reduce the functionality or the utility of the system. There are many technologies to choose from for this purpose.

Full life cycle protection Data protection should be present for the whole life cycle of data.

Visibility and transparency Visibility and transparency have to be employed to create trust to users. Privacy by Design mentions three concepts: accountability (the responsibility for personal data should be clear and documented), openness (show what data you have and how you are processing them), and compliance (necessary steps to monitor, evaluate, and verify compliance with privacy policies and procedures should be present in a system).

Respect for user privacy User-centric development has been shown to increase the success of products; therefore, privacy protection should be regarded as a tool to make a system user-centric.

The Canadian model is considered foundational, but it needs additional frameworks to support system engineers due to its high-levelness, see, e.g., the opinion of Reference 37.
2.4.3 PRIPARE

PRIPARE, see Reference 15, aims to provide a privacy-by-design methodology and process reference model for systematically incorporating Privacy-by-Design in software engineering. PRIPARE has identified a lack of privacy practice that can be used through system engineering life cycle. Therefore, PRIPARE defines a methodology that includes processes, practices, and methodologies in order to integrate them to system engineering phases (analysis, design, implementation, verification, release, maintenance, and decommission).

The PRIPARE approach is goal oriented and a risk based. During the PRIPARE process, privacy requirements and goals are defined and integrated to other system goals such as those for functionality and security.

The PRIPARE methodology addresses a system’s architecture from a privacy point of view as well as privacy requirements may affect the architecture changes.

PRIPARE structures its methodology in phases, which are (see Reference 15):

Analysis  In this phase, the functional description of the system is specified and high-level privacy requirements are elicited. The goal of this phase is to understand what privacy controls must be implemented to effectively operationalize privacy in the system.

Design The design phase focuses on how the privacy controls have to be build. The definition should contain hardware and software architecture, components, modules, interfaces, and data flows.

Implementation In this phase, the system described in the design phase is implemented, following an architectural model and privacy-enhancing design principles.

Verification This phase ensures that the system meets privacy operational requirements. PRIPARE proposes to check implementation properties with formal verification, code reviews, and dynamic flow analysis. Furthermore, “posteriori” compliance controls are implemented to support accountability.

Release This phase defines several processes that have to be completed before system release. The processes include elaboration of an action plan to respond to the discovery of privacy breaches, creation of a system decommission plan, and a final privacy review.

Maintenance In this phase, a data controller has to react to privacy incidents and try to minimize the damage for affected subjects as much as possible. This phase requires immediate actions and a well-defined communication plan with subjects and authorities.

Decommission The purpose of this phase is to correctly dismantle the system according to applicable legislation and policies. The decommissioning of the system should not result in possibilities for data breaches.

PRIPARE’s “privacy and security-by-design methodology” is not a life cycle itself, the methodology is structured in seven different phases in order to match those of common system engineering phases, see Reference 38. In Section 2.5, we
propose a PDLC which could be merged with the PRIPARE methodology. Additionally, we present building blocks in Section 2.6 to give concrete technologies for the PDLC.

2.5 A privacy development life cycle

The term “System (or Software) Development Life cycle” describes a process for planning, creating, testing, and deploying an information system. More specifically, a security life cycle development was introduced as a systematic approach for security in software engineering. A PDLC should have similar goals, e.g., systematically introducing a privacy methodology in system engineering. Security and PDLCs will have significant differences, but if done in an integrated way, beneficial synergies form both approaches can be obtained.

The Microsoft SDL [39] and the Open Web Application Security Project (OWASP) SAMM [11] are two of the most popular SDLs primarily for software development. Overall, the seven steps\(^1\) of both security life cycle frameworks are as follows:

1. Train personnel or ensure that personnel are qualified.
2. Identify threats, evaluate risks (which threat is going to be mitigated, which threats and risks will be simply accepted?), and elicit requirements.
3. Design the system according to the requirements.
4. Implement the system, fulfilling all requirements.
5. Verify if the system fulfills the requirements.
6. Deploy the system while making sure the requirements will still apply in the deployment environment.
7. Keep the system developers ready to respond to any conflicting or emerging situation.

In the following sections, we will propose a PDLC closely resembling the seven phases of the security life cycle framework. The phases differ slightly from their Software Development Life Cycle counterparts in name and content as they take into account privacy principles and other privacy-related work.

2.5.1 Education of system developers

As with security, training developers in privacy topics are necessary. Although all team members should understand why privacy protection is fundamental and be familiar with the main guiding rules (say, the EU Data Protection Rules or the applicable guidelines), we assume that at least one person in the team is particularly well trained in the technical aspects of designing and implementing privacy-friendly systems. We call him the “privacy expert” of the team. He should know a privacy engineering framework like PRIPARE. The most critical condition for achieving a privacy-friendly

\(^{1}\)The initial steps Strategy & Metrics and Policy & Compliance of SAMM are not presented for the sake of simplicity.
product is the presence of one or several privacy experts in the team. The expert is responsible for data protection expertise in the development team and should be integrated in every phase of the life cycle. He also brings the knowledge where to find mature technical privacy solutions (PETs) and best practices. The life cycle itself does not focus on developing new technologies, which could cost a considerable amount of time, research, and technical expertise, but on using existing building blocks and suitable PETs. We give a brief overview of PETs for the IoT in Section 2.6. Particularly, the IoT requires specialized technology for computational and battery constraints. A privacy expert needs therefore continuous refinement of technical skills and state-of-the-art knowledge.

Legal support will probably be of need to resolve privacy-related emergencies. In these situations, a privacy expert should be aware when legal support is required.

2.5.2 Phase 1 – purpose definition and data minimization

The first phase of the privacy life cycle development is the specification of requirements for the system. Here, the system’s functional requirements are analysed by posing the following questions, which follow the principle of Purpose: Specifically, what personal data does the system collect? What is their specific purpose? Can the system reach its desired functionality with less personal data? The following process is iterated to stepwise obtain more concrete and operational privacy requirements or PETs.

1. Obtain or define the system data flow and the system’s functional goals and requirements.
2. Determine which personal data is needed to achieve the system’s functional goals.
3. Analyse the functional requirements and determine if existing PETs can help to minimize the data that is needed for the system.
4. Determine the limits of data usage and data retention in the system (say, data is deleted after 2 weeks).
5. The privacy expert analyses the proposed solution and suggests new possible technologies to reduce data usage in the system.

2.5.3 Phase 2 – threats and risks evaluation

After the definition of the required personal data in the system, privacy requirements, and privacy goals, this phase is used for privacy threat analysis. Several frameworks for privacy threat analysis have been proposed, such as LINDDUN [16], PriS [40], and FPFSF [32].

LINDDUN is especially well suited for the integration of a PDLC as it is based on STRIDE, see Reference 41, part of the SDL. System developers trained in SDL should be able to learn the LINDDUN method easily, reuse existing system models (particularly data flow diagrams or “DFDs”) for their systems and see synergies or problems of both security and privacy goals. LINDDUN follows STRIDE
in defining six steps. The first three cover the “problem space”, focusing on the problems, identifying privacy threats, and defining requirements of the system. The last three steps cover the “solution space” which aim at fulfilling the requirements, see Reference 16:

**Define DFDs of the system**  In this step, a graphical representation of the information flow in the system is created. This step is equal to the step in the STRIDE methodology and could be combined with LINDDUN.

**Map privacy threats to DFD elements**  In this step, system components are mapped to privacy threats. LINDDUN defines seven threat categories: Linkability is the property of linking two or more actions/identities/pieces of information, Identifiability is the property of linking the identity and an action or information, Non-repudiation is the inability to deny a claim, Detectability is the property of being able to distinguish sufficiently whether an entity exists or not, Information Disclosure is the property of revealing confidential information, Unawareness is the property of not knowing the consequences of sharing information, and Non-compliance is the property of not being compliant with legislation, regulations, and policies.

**Identify threat scenarios**  LINDDUN provides so-called threat trees to identify threat scenarios. The privacy analyst should examine each of the branches of the tree with a specified DFD element in mind.

**Prioritize threats/risk analysis**  All the potential privacy threats that are suggested by the privacy threat trees are evaluated and prioritized via risk assessment.

**Elicit mitigation strategies**  The suitable mitigation strategy for each thread is determined.

**Select PETs**  The classification of PETs according to the mitigation strategies to which they adhere enables a more focused selection of suitable privacy-enhancing solutions.

LINDDUN also supports the integration of any risk assessment framework, for instance the one the security team might in the SDL.

### 2.5.4  Phase 3 – design

The design phase develops strategies for implementation, verification, release, and response. In this phase also, functional, security, and privacy requirements are adjusted to one another. For example, functional requirements might need to change to respect policies, security procedures might need to be adapted to support unlinkability, and privacy requirements might turn out impractical due to core functional requirements and need to be reshaped.

Conflicts might appear between goals, therefore best practices can be useful. Best practices are strategies that have been employed by others with good results.

---

2The acronym LINDDUN stems from the seven categories.
For example, Hoepman, see Reference 17, has defined eight design strategies for privacy which can be realized using privacy patterns (i.e., best practice solutions), namely:

**Minimize** states that the amount of personal data that is processed should be restricted to the minimal amount possible. This is the most basic privacy design strategy.

**Hide** states that any personal data, and their interrelationships, should be hidden from plain view.

**Separate** states that personal data should be processed in a distributed fashion, in separate compartments whenever possible.

**Aggregate** states that personal data should be processed at the highest level of aggregation and with the least possible detail in which it is (still) useful.\(^3\)

**Inform** corresponds to the important notion of transparency. Data subjects should be adequately informed whenever personal data is processed.

**Control** states that data subjects should be provided agency over the processing of their personal data.

**Enforce** A privacy policy, compatible with legal requirements, should be in place and should be enforced.

**Demonstrate** requires a data controller to be able to demonstrate compliance with the privacy policy and any applicable legal requirements.

In Reference 17, Hoepman provides a set of patterns to each strategy to support their technical engineering. As some strategies have rarely been used before, Hoepman points out that new patterns are needed. The reader is referred to the privacy patterns database [43].

At this point, we would like to add the following principles to the ones just mentioned:

**Early application of policies and filtering** The processing of personal data should be in the devices under the control of the data subject or if that is not possible, at the earliest point of its generation. This strategy takes advantage of increased processing power in personal devices. Spiekermann and Cranor, see Reference 32, describe how this strategy can eliminate the need for data transfer and remote storage, minimizing unwanted secondary data use, compliance with policies, and compliance with consented agreements.

**Do not link** Hoepman describes a separation strategy to process data in a distributed fashion, but e.g., storing data in separated databases is not enough, if it can be re-linked across the databases. This strategy helps to avoid such cases establishing a mechanism that actively checks for possible identifiers and allows proper separation without the possibility to re-aggregate the data.

**Usability and data-flow transparency** Ensuring the usability in privacy controls has several objectives: make privacy controls usable for a variety of users with

\(^3\)The reader should be warned that the word aggregation is used in the privacy context with different meanings: for instance Solove, see Reference 42, uses the word to describe “gathering and combination of various pieces of data about a person” and in that sense aggregation is a privacy threat. Here, it means abstraction or replacement by more general statistics on the data.
different skill levels, integrate privacy controls seamlessly into the system, and make the users understand what they are seeing and what they can invoke with the controls provided to them.

Rubinstein and Good propose in Reference 30 to use field studies, interviews, surveys, and related methods to understand the user requirements, pain points, and expectations, for the creation of narratives that help to drive software engineering requirements, which are then incorporated into the overall development plan. The narratives or scenarios should be transparent to the user, allowing him to visualize how his personal data is used and how it flows in the system.

2.5.5 Phase 4 – implementation

Proper documentation and by-default configuration are key in this phase. Users must be able to perform informed decisions in a privacy-preserving way without much trouble. In other words, the system should behave privacy-friendly out of the box. This is called “privacy-by-default” and is one of the most important fair information and privacy by design principles, as the majority of users will interact with a system in its lifetime with the default settings, as pointed out in Reference 44.

“Secure Coding” procedures will be needed to avoid privacy issues, which could otherwise become visible later in the system. PETs need to be securely implemented in the same way as security mechanisms, e.g., by coding experts and verified with code reviews. Implementation strategies, as defined in phase 3, help to assure that the implementation effort is controllable, timely and reaches the desired quality. Software developers and privacy experts should closely work in this phase to avoid problems such as an improper choice of libraries with unwanted effects (like the use of logging of data including personal information, or the presence of vulnerabilities or leaks).

2.5.6 Phase 5 – verification

It remains unclear if testing procedures, such as pen-testing, fuzzing, etc., can be used for privacy purposes.

But the methods used in code review offer also good information about data and information flow in programs and about the presence and enforcement of privacy-enhancing mechanisms.

2.5.7 Phase 6 – release of system and education of stakeholders

Phase 6 is used to develop strategies in case that vulnerabilities are discovered on release. These strategies are carried over to the next phase [39]. Strategies cover assignment of responsibilities, emergency response methods and emergency assessments, technical actions, and communication strategies. Privacy cannot be protected simply by technical components and this holds for security as well. The education of system stakeholders takes a significant role in this phase. Stakeholders of the system are system administrators and operators and system end users. Operational stakeholders need to know which data is processed by the system and what kind of implications this might have for users. Technical protection might be useless in certain
scenarios that might seem unlikely, yet the operators should know them to be able to react in case they occur.

Data subjects need to be informed about how their data is processed and which tools they are provided to exercise their privacy rights. The released system should be accompanied by an according privacy disclosure which describes the system’s use of personal data, documentation which details the tools that the system provide and user communication tools like a “quick text” to address likely user questions.

Users, and in particular also system administrators and other personnel that may interact with the system, need to be informed about how their actions affect the privacy of others and which actions can lead to privacy violations.

SDL proposes to validate the system’s privacy standards by a privacy advisor or a privacy seal of quality prior to release. A legal privacy expert should review the documents and overview the release process.

2.5.8 Phase 7 – response

The last phase is one of the most significant in the life cycle. It carries over the results from the release phase for rapid response strategies.

Breaches might have a significant impact, as discussed in Section 2.3, and the team must be prepared to respond efficiently and timely to them, as they can occur unexpectedly. A response team must therefore develop a response plan that includes preparations for potential post-release emergencies. The OPC proposes, in Reference 18, four steps for this phase:

**Breach containment and preliminary assessment** In this step, immediate actions to stop the breach are carried out, the investigation leader and a response team are assigned. Legal action against the attackers is suggested as well.

**Evaluation of the risks associated with the breach** In this step, the risks associated with the breach are evaluated and first actions are triggered. The risk depends on the amount, sensitivity, and context of the compromised data, e.g., if the data was encrypted or not and if identifiers or other information links them to particulars. Assessments can help to identify the individuals affected, the root cause and the foreseen harm and find adequate mitigation strategies.

**Notification** In this step, the users are notified of the possible consequences the breach might have. The notification should be as soon as (reasonably) possible and personal, by phone, email, etc. In this step, also further organizations can be informed, such as cyber defence centres, credit card companies (if credit card data was stolen), etc.

**Prevention** In this step, a prevention plan is defined. The OPC suggests the level of effort should reflect whether it was a systemic breach or an isolated instance.

These steps aim at fast communication and support strategies between companies and users. They help the users to understand what possible consequences the breach may have and give them a transparent view of the emergency response strategies form the company.
A legal support might be needed to handle consequences, but also to initiate legal actions against the attackers. A root-cause mitigation team investigates why a breach was possible and develops a mitigation plan that has to be realized rapidly.

### 2.6 PETs for the IoT

Considerable expertise is needed to apply a PDLC and to identify the right PETs for a system. The IoT brings additional challenges due to its constrained and heterogeneous environment which would require an additional adoption of existing PETs to IoT.

In this section, we give a short overview of the findings of the project REliable, Resilient and secUre IoT for sMart city applications (RERUM) in respect to suitable PETs for the IoT. The PETs support different privacy principles and help to mitigate several threats (we refer to the principles of the current European Data Protection Rules as seen in Section 2.4.1, and the threats discussed in Section 2.6).

#### 2.6.1 Privacy Dashboard

Dashboard is used as business intelligence tool to represent and analyse data. A Privacy Dashboard is a graphical interface which enables the management of policies for the private information of users, see References 46, 47. The dashboard supports the principles of Individual Participation, Notice and Access and allows a user to know where his data is, so he may delete and update his data or stop the data collection at any time. Since it is impossible to expect that all users of an IoT system have strong technical background, it is not viable for them to express their privacy policies in a complex policy language. The graphical interface visualizes how a user’s devices behave in the system and it allows changing that behaviour according to the user’s preferences. These preferences are converted (automatically) to policies in a machine-readable format. Additionally, the Privacy Dashboard helps to understand what kind of data their devices are sharing with the IoT system, thus avoiding that users are overwhelmed with raw data, i.e., without knowing what the data really means.

#### 2.6.2 Consent management

A consent manager is a dedicated component of an IoT system that allows a data subject to see which applications are requesting access to his personal data and the purpose of the request. A given or denied consent is stored in a consent database, thus retrievable for accountability issues. A data subject may declare his consent to a service provider or withdraw a previous one at any time, thus supporting Consent, Notice and Access, Participation, and Accountability.

The consent manager is related to an authorization engine, where the final decision is made by the subject itself. A full description can be found in References 47,48.
2.6.3 Support of user defined policies

In order to support the privacy principles of Purpose Legitimacy and Specification, and Individual Participation, the user should have a way of expressing his privacy choices to the system, in the form of user-defined privacy policies. It is of paramount importance that the policies are easy to retrieve when needed. This is not so easy to guarantee in an IoT-based system with huge amounts of data. For this purpose, the policies should be linked to physical entities they relate to, when the data is at rest. Data in transit should travel with so-called sticky policies.

2.6.3.1 Privacy policies

For the following PETs, we refer to the IoT Architecture Reference Model (abbreviated “IoT-ARM”), see Reference 49, to elaborate how physical objects are represented in IoT. The IoT-ARM refers to physical objects as Physical Entities. Physical Entities can be any object in the “real world” including living things. Physical Entities are represented as Virtual Entities in the virtual space. The relationship between Physical and Virtual Entities is defined as a conceptual entity called Augmented Entity. If an Augmented Entity exists, the corresponding Virtual Entity changes according to the Physical Entity. If the Physical Entity changes physically, the values of the Virtual Entity are updated. The Virtual Entity is only be updateable if the Physical Entity can change accordingly. Virtual Entities expose resources that can be requested by clients, e.g., service providers.

A natural way of binding the privacy policies to a Physical Entity is to link them to the entity in its virtual representation. The policies can now be enforced on access requests for a Physical Entity, as the requests have to be directed to the virtual representation. A full description of the integration of privacy polices within the IoT domain model can be found in Reference 48.

2.6.3.2 Sticky policies

Sticky policies are privacy policies that are attached to data and accompany it whether it is stored or in transit. These policies promote the user’s wishes of allowed actions and consent obligations for parties processing the data. In the IoT-ARM, sticky polices can be located on the Virtual Entities as well. The reason is that the Virtual Entities are the earliest point of data creation and that policies can be stuck to the data as soon as it is created. The interested reader is referred to References 50–52 for technical details and for a full description of the integration of sticky polices within the IoT domain model, please refer to References 48, 53.

2.6.3.3 Temporary suspension of consent

A user should be able to suspend his consent any time and therefore to intervene and deactivate the collection of data from any of his devices any time. Such a mechanism is deeply rooted in an IoT system as it has to deactivate the data collection of devices independently of the way they are sending data. The integration of such a component in the IoT-ARM needs further elaboration of the architecture. We refer to the “Activator and Deactivator of Data Collection” description in Reference 48 for details.
2.6.4 Privacy-enhanced authentication and authorization

Privacy-enhanced authentication in IoT refers to a set of mechanisms that allow integrity and authentication of users, devices, and gathered data. An example of a privacy-enhancing authentication mechanism is the Group Signatures scheme, see Reference 54. The scheme authenticates the group of potential signature creators instead of the exact entity signing the data. Group signatures are an identity-based authentication scheme that help the principle of Data Minimization.

A more modern privacy-enhanced authentication scheme is Attribute-Based Credentials, described in ABC4Trust, see Reference 55. The ABC4Trust architecture defines a common mechanism to query only the minimal information required by a service provider.

2.6.5 Pseudonym management systems

A pseudonym system supports Data Minimization by hiding the identities of devices and users from the services and other system participants, if they are not necessarily needed. In cases where attackers or intruders are able to steal records from databases, pseudonyms will prevent that individuals are tracked down through their identities.

Pseudonym systems can be categorized in three concepts, see Reference 56. Spatial concepts are based on mix-zones, where pseudonyms are exchanged when the pseudonymized participants meet. Time-related concepts change pseudonyms after a certain time. User-oriented concepts allow the users to decide when their identity should be changed. The decision can be based on the user’s own policies and thresholds for the automatic pseudonym change.

2.6.6 Location privacy

Geo-location PETs support Data Minimization in traffic applications. They enable the system to send the minimal amount of information to location-based service providers. The methods vary according to their scenarios: pseudonym exchange technologies are used in vehicular ad hoc networks, see Reference 57. Data-based technologies are used in floating car observation. Data obfuscation and regular pseudonym exchange can be combined to create a strong obfuscation of the association of users and location. This is very important, as the tracking of location information discloses a large amount of information about the habits, activities, and preferences of subjects.

2.6.7 PETs for constrained environments in IoT

The Internet Engineering Task Force (IETF) has classified devices by their computation and storage capacities in Reference 58. The most used devices in IoT are “class 1” with a working memory restriction of 10 KB RAM and a storage capacity of 100 KB Flash. Class 1 devices are typically powered by coin or dry cell batteries with a maximum capacity of 2 376 joules, see Reference 59.

The classes are not clear cut and other classes are used in some cases for IoT. For the elicitation of adequate PETs, the constraints of class 1 are those that will impose a significant factor. We will look into details in Section 2.5.3.
Smart objects in the IoT range from desktop computers to small hardware embedded in everyday objects such as clothing. These small computers are constrained in computing power and memory and therefore make it difficult to integrate state-of-the-art privacy technologies. In the following sections, we look at two common requirements, namely authorization and authentication, and exemplify two currently researched approaches that allow those requirements to be fulfilled.

2.6.7.1 Efficient privacy-friendly authorization

Many services will consume data from IoT devices and, accordingly, the authorization of those services against the devices will be needed. Authorization frameworks such as Security Assertion Markup Language (SAML) and OAUTH are based on tickets/tokens, which require an authorization party to fully understand the token and deny or allow the request based on policies. A device with 10 KB RAM and a storage capacity of 100 KB would be very constrained in managing the tokens, policies and its functional processes for measurement, actuation, etc. IoT devices will need therefore a light-way approach for authentication.

The basic idea is to delegate the “heavy” computational effort to another component, that means, efforts for policy validation, access decision, and token generation. An access request from a service provider to a device is delegated (by the device) to its “authorization manager”. The authorization manager is an entity that knows the device’s resources and policies, and decides upon access or denial of the request. If the decision is positive, a token/ticket is generated and sent back to the service provider. The token/ticket information is generated in such a way that the device can unequivocally identify an access permission for a respective request. The service provider sends a new request with the token/ticket to the device. If the request matches the ticket/token information, the request is granted.

This approach is depicted in Delegated CoAP Authentication and Authorization Framework (DCAF) [60]. The DCAF architecture defines a constrained device as “server”, as the device senses data and “serves” it to service providers and clients. Accordingly a “server authorization manager” (SAM) is defined, which is the delegation component assigned to the server.

A client or service provider has to obtain a ticket or token from the SAM first to request data from the server. The server has a whitelist approach. If the ticket or token is known to the server and the request matches the token, the access is granted, else, the access is denied.

However, building token material that does not identify a client every time it wants to consume data from a server is further challenge. As delegation takes place, PETs have to be integrated in both components, server and SAM. An extension with privacy-friendly token material is therefore proposed in Reference 61. Here, the authentication between SAM and client is done in a privacy-enhanced way, e.g., group signatures, and the tokens contain constantly changing secrets. The secrets are

Ticket or token depends on the underlying authorization protocol.
generated in such a way that the constrained server is still able to identify them by itself (even if they are often changing), with only little resources.

Both approaches are actively being developed in the IETF Authentication and Authorization for Constrained Environments (ACE) working group. They show how delegation can help to overcome computational constraints and how it might be a building technology for further PETs.

2.6.8 Trust in IoT

In Section 2.6.4, access control was presented as an important PETs for IoT. But compliance with access control policies cannot be forced and relies often on the expected behaviour of the parties involved. Trust and reputation are highly related to security, but they can also contribute to other factors such as reliability, availability, and privacy, see Reference 62. In this section, we look at the role of Trust and Privacy in IoT and particularly why access control needs to be based on trust to be adequate for Privacy in IoT.

Gambetta defines Trust as the subjective probability by which an individual, A, expects that another individual, B, performs a given action on which its welfare depends, see Reference 63. In web systems, trust is often a binary probability that is linked to authentication. In a typical access control scenario, a user is fully trusted if he is able to authenticate against a service. The service is then able to decide on the user’s requests, because the service knows the role he is assigned to. Newer access control methods, such as single-sign-on, do a variation of authentication, and role assignment, but the underlying method is the same: a user is trusted if he is able to authenticate and his role is known to the system.

In IoT, users are not predetermined and thus cannot be known a priori by the services. Services themselves might be created dynamically including their own access control components. Additionally, services might be resource constrained and thus not able to store a high amount of user IDs and user roles.

The assignment of rights to users has to be done dynamically, that means, if an unknown user wants to access a system, a mechanism has to reason about if the user is allowed to access a service or not. This can be done through delegation and trust management, as proposed in Reference 64. A user that is trusted by the system can delegate all or a subset of his rights to another user that he trusts and that can fulfil the requirements associated to the rights. Delegated rights can be access- and delegation rights. With delegation rights, the users can generate a trust chain. Every member of the chain can access the system according to his respective rights until they expire or until the chain is broken. This is the case when a user becomes untrusted or fails to meet the requirements associated with a delegated right. In that case, every user in the chain will not be able to exercise his rights, and the chain has to be created anew.

How users and the service quantify trust may be different? Depending on the context, they might share secrets that define their trustworthiness or they might evaluate trust based on reputation. Reputation is the collected and processed information about a user’s former behaviour as experienced by others. This is especially interesting due to the heterogeneity of users in IoT.
2.7 Discussion

In this chapter, we presented the challenges of privacy in IoT, gave an overview of the privacy engineering methodology, and proposed a privacy life cycle development. We referred to the overall lack of PETs and building blocks in privacy in IoT, and presented some building blocks and their integration in an IoT architecture. Additionally, we introduced technologies for efficient PETs that are currently being researched and pointed out that these technologies can help to build further PETs for constrained devices.

Engineering privacy in IoT remains difficult because privacy engineering itself is a task that still needs to be well understood. Privacy engineering lacks a consensus of best practices and supporting tools. We see the need for more efficient PETs suited for constrained environments and in particular tools that support transparency to users allowing them to control and access their data throughout multiple providers and processes.
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Chapter 3
Privacy and consumer IoT: a sensemaking perspective
Gaurav Gupta

Summary

Internet of Things (IoT) is slowly entering the realm of consumer devices in the form of smart devices and home automation. However, simultaneously it has led to concerns of privacy due to the frequent citation of media reports highlighting weak privacy policies of device manufacturers [1]. In some cases, manufacturers have even been found themselves actively monitoring and analyzing user’s private information [2]. End user’s private information is exchanged and traded as currency in this IoT ecosystem. These apprehensions have affected consumer IoT adoption. In this chapter, novel concerns of consumer privacy are highlighted. The change in connected device architecture is presented, to reflect upon the role of various stakeholders in this ecosystem. Sensemaking theory is used to explain the change in the relation between users and conventional consumer devices vs IoT-enabled devices. Based on this renewed understanding, we engage the privacy concerns and system use perspectives of IoT users and providers focusing on enhancing perceived usefulness of IoT in consumer devices. Future avenues for research are suggested, focusing on designing privacy-aware systems.

3.1 Introduction

Adoption of updated consumer technology is non-optional for end users. Older technologies are replaced by newer ones thereby restricting access to older devices and technologies. Internet of Things (IoT) was discussed as a conceptual model by Kevin Ashton in 1999 to connect physical objects from our real world with the Internet in the context of supply chain management [3]. Since then, the technology has matured and is now implemented in consumer devices. Consumer appliances majors like Samsung have shifted their focus to IoT device markets and are integrating this technology into their existing product offerings [4]. The immense potential offered by the possibility of collection of data from devices that are an irreplaceable part of our routine lives has also encouraged advertisement revenue-dependent organizations to offer IoT services.
Recently, Google too unveiled its IoT offerings Project Brillo and Google Weave to extend its smartphone platform (i.e. Android) to low-power IoT devices [5].

IoT is no more a theoretical concept but a practical application of ICT that cohabitates with us in our living world. Under IoT framework, the everyday devices that we use connect to various other devices and servers to collect and process information, as diverse as our behavioral preferences to our body parameters unceasingly, with different agencies in this ecosystem. Information privacy is defined as “the ability of the individual to control the terms under which personal information is acquired and used” [6]. Legislation is one method of ensuring privacy in connected environments [12] but identification of jurisdiction is a prerequisite of any legislation. In the case of IoT, information ownership is non-singular and does not remain static with any one entity and traverses among many actors, with multiple manipulations of the input information at each stage. Assigning ownership and responsibility for ensuring the privacy of user information hence becomes difficult. Therefore, legislation will be difficult to implement without a clear understanding of these underlying issues. Ownership and intended usage of both primary information (collected from individuals with or without their explicit knowledge) and auxiliary information (conceived from analysis of primary information) are essential for information privacy [7,8].

This chapter engages with the user concerns of privacy in IoT and then contrasts it with other conventional connected architectures. A set of propositions are developed to understand the privacy matrix encompassing the users and the sources of diffusion of provided information, from the perspective of changes in the social order due to the introduction of IoT. This understanding will help industry practitioners, IoT standards drafting agencies, policy makers, IoT device manufacturers and other IoT infrastructure providers to realize the concerns of information ownership when designing a robust privacy-aware IoT framework by consolidating these different perspectives. With concerns about privacy managed adequately, acceptance, adoption and diffusion of IoT devices in user’s routine shall improve too.

The chapter is structured as follows. The next section discusses the novel concerns of information privacy both from the perspective of end users and IoT device providers. With these concerns highlighted, the next section presents the change introduced in constructs of ownership and control of information due to IoT as a technology in routine consumer appliances. An adaptation of sensemaking theory is then proposed to fill the gap between user’s and provider’s aspiration of control of information in this ecosystem. The chapter concludes with a discussion on the future direction of research especially focusing on suggestions to calibrate these theoretical insights to application design.

### 3.2 Consumer IoT and novel privacy concerns

Novel capabilities conferred to consumer devices by IoT framework requires identification of security and privacy concerns of various stakeholders. Fleisch [9] identified several value drivers for IoT applications. Present IoT consumer applications present at least one or more of these value propositions. All of these value drivers could be
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categorized into application for automation of some form of user stimuli for process initiation or assistance in providing feedback for process progression. IoT bridges the gap between physical world and the digital world. Gershenfeld [10] described IoT as an extension of the Internet to reach out to the physical world of things and places that only can feature low-end computers. Integration of physical objects from our social surroundings with the open Internet boosts apprehensions related to information privacy too.

Consumers provide personal information to IoT systems in order to automate repetitive stimuli. Apart from that, information of the operating environment and user preferences is also collected by these devices (seldom without user’s knowledge). Both these forms of collected information can be further analyzed together to capture greater insights into consumer behavior and preferences. To achieve acceptability by consumers, IoT deployments must possess the properties of openness, viability, reliability, scalability, interoperability, data management and security solutions [11]. Privacy concerns of IoT device providers are rooted in their intention to ensure user’s trust on the infrastructure, resulting in gradual adoption.

From the perspective of IoT device manufacturers, consumer privacy concerns can be categorized into the intentional and unintentional diffusion of information by themselves and by other agencies forming the whole IoT infrastructure. Unintentional diffusion of private information can be attributed to malicious actors who access private data during transmission, storage or retrieval in the system. Eavesdropping, IoT node capture and controlling of IoT infrastructure are some of the techniques employed by such actors [11]. Multiple Privacy Enhancing Technologies (PET) have been designed to deter and resist such attempts. Techniques like Virtual Private Networks, Transport Layer Security, DNS Security Extensions, Onion Routing, Private Information Retrieval systems and Peer-to-peer systems help deter such threats [12]. However, deterrence does not ensure complete compliance. IoT framework is designed by governing bodies like IPSO, IIC, etc. which ensure adherence to privacy protocols. However, heterogeneity in standards and architecture of IoT aggravates the complexity of security threats and privacy concerns [13].

Intentional diffusion of consumer information transpires when manufacturers share data with other agencies for marketing and other purposes. This leads to suspicion and distrust in the minds of the customer. Radio Frequency Identification (RFID) along with Object Naming Service (ONS) form the backbone of IoT implementation. European Commission in a Recommendation of May 12, 2009 [14], suggested provisions for transparency on RFID use, the RFID applications used in the retail trade, the awareness raising actions, research and development as well as follow-up actions (Nos. 7–18). Weber [12] suggested legal recourse along with technological support to enable privacy-aware RFID-based framework design. The non-existence of universal laws and incompatibility of state laws to ensure transparency of data usage collected by IoT devices are serious concerns in ensuring privacy to the end users.

In an online environment, consumer concerns about privacy span his intent of controlling the actions of the device manufacturer and associated agencies and restricting the secondary use of provided information [15]. Similarly, owing to connected nature of IoT devices, consumer concerns of IoT-enabled devices are primarily associated
with control of the device’s action in relation to its communication with the back-end server and secondary usage of aggregated information. Loss of perceived control over private information shared with the device leads to reduced acceptance during implementation phase [16]. As illustrated in the next section, the user might own the device but its functionality is supported by a technology back end on which he might not have any control. To automate and improve its offerings, IoT devices collect data actively and unceasingly, even when switched to hibernation mode. End users exercise minimal authority on access control to this information and hence are dependent on IoT providers to secure it.

For non-IoT devices, the end user was the customer for device manufacturers. Value capture from the end user was the driver for their business activities. Therefore, customers were given complete control of customization of their user experience. They were given the choice to use them with limited functionality if needed. A television set could be used as an output display without connecting them to the satellite network, and it would still work. However, IoT-devices do not serve the end users solely. They have other value-generating customers too in the form of marketers. For providers of IoT infrastructure (including manufacturers), primary value is derived from device adoption and usage by end customers and their respective behavior analysis. This data provides direct and indirect revenue to the IoT device manufacturers and hence are collected simultaneously while providing primary functionality. Manufacturers may themselves analyze user behavior data to improve or automate their product offerings. They may also further share this data with other external agencies to gain further insights on their behavior or even earn revenue from this transaction. Due to this segregation of value drivers, IoT providers acquire supplementary user data if the value obtained out of it can be captured by them with minimal costs. Hence, these devices are designed to become nonfunctional without connection to back-end IoT infrastructure.

Furthermore, unlike non-IoT devices, detachment of these devices from the network at a later stage in order to safeguard private information is arduous for the user. Communication capabilities of non-IoT devices could easily be curbed by disconnecting them from the network. However, disabling of tracking by RFID-based IoT devices can only be accomplished by putting them in a Faraday Cage or by deleting information from ONS [12], both of which are difficult to execute for most users. Moreover, poor system design may make these devices unusable for their primary functionality when disconnected from the IoT infrastructure.

Our deep-seated adaptation of these consumer devices to our routine lives owes to their irreplaceability from our social spaces. Hence, these privacy concerns with our routine devices necessitate scrutiny of the underlying privacy framework pre- and post-implementation of IoT as a feature.

### 3.3 IoT-induced change in information architecture of consumer devices

Consumer appliances have become an irreplaceable part of our routine lives. Before the advent of consumer IoT devices, the end user owned the device and also all
the input information. His ownership of the device manifested into control of the associated information. For example, a television set received information about user’s watching habits, etc., but the television manufacturer or any other agency associated with the device had no access to that information about his preferences. Any information collected resided on the device itself and was not shared back with the manufacturer or any associated agencies.

As represented in Figure 3.1, the feedback loop for any information supplied to a non-IoT device (e.g. user preferences) encompassed just the user and the device itself. Although many of these consumer devices did connect to external networks (like satellite TV) to fetch content requested by the user, they did not share any information back with the source. Any other agency did not have access to this information and, therefore, the user’s data was kept private. With this understanding of devices existing around them, the users allowed its presence to fade into the background of their routine social lives. Since the assumption was that these devices did not communicate with external data assimilating agents, users with varying privacy concerns shared their living spaces with those devices unreservedly and thus made them witness their routine private lives.

For consumer IoT devices, the concepts of ownership and control are murky. Sole proprietorship of information is unheard of. The connection with the information source is bidirectional. For example, an IoT-enabled refrigerator communicates back and forth with the server to retrieve the user expected information when requested. It accepts user’s preferences and connects with multiple web servers, as needed, to process and retrieve desired response. A sample use case is of an IoT-enabled refrigerator ordering food items if the supply inside falls below a threshold. It stores user-desired inventory of food items and engages in two-way communication with e-grocery platforms to order supplies. Rodrigo [11] proposed four models of IoT architectures: centralized, collaborative, connected and distributed. Distributed control of data is obligatory in all of these models. None of the present models offer user proprietorship of information.

The user owns the device, but its IoT-backed functionality is provided as a service and hence dependent on the communication with the external server. Users would
expect network independent basic functionalities of the device will not require it to connect back to the servers, but this is hardly the case. Even to provide basic functionalities, IoT devices tend to be dependent on the IoT infrastructure.

The user does not have complete control of all the information collected by the device. The typical case is of a user requesting some information from his device, and this request been collected and sent to the manufacturer’s server for processing. Once a request has been sent it can travel in either of the following paths – the manufacturer’s server may process it and respond directly back to the user, or it may send that request to an external server for processing that in turn responds back with the processed information to be sent to the user. In the first case, the user sends his information to the manufacturer’s server where the request is processed and fulfilled completely by its servers only. For example, a user’s query about servicing information of the IoT device would send device and owner info to the manufacturer’s server and respond appropriately without needing the intervention of any other agencies. User’s information is shared with the manufacturer who might save or further analyze this to extract additional information about the user’s behavior for other undeclared purposes. The device manufacturer might itself share this information with other agencies for profiling using this data for purposes like advertising.

If the request cannot be completely fulfilled by the manufacturer’s server solely, then it will be sent in full or in parts to some external web servers for processing. The earlier example of the fulfillment of the request for restocking of an IoT-based refrigerator will need it to interact with multiple other web servers like payment gateways, e-commerce platforms, etc. Both the manufacturer and the independent web server owner can save and further process the user’s information to get greater insight into the user’s behavior or to predict his actions. Each of these actors may share this information with other agencies too, and this seldom happens oblivious to the user’s knowledge.

In both of these cases, the user owns the IoT device but he does not have complete control of shared information. Figure 3.2 represents the conceptualization of ownership of different actors in IoT-enabled consumer devices. An IoT-enabled device’s morphology extends beyond the user-owned hardware. Since these devices strive to process user-generated information requests by connecting to servers, the expanse of user ownership of shared information does not completely encompass the device’s physical form. Since all the information requests originating from the device has to be supplied to the manufacturer’s server for processing and the response is also controlled by it, the device cannot provide all its functionality independently. Thus, the device manufacturer too shares some control on the device. Apart from that, often the manufacturer is unable to process these requests independently and so sends a request for further processing to other external servers too. These external agencies can collate, save and reprocess this information further. The manufacturer has no control over the information shared with these external agencies. Also due to vulnerabilities in the security architecture of IoT devices, they sometimes expose user data to data theft [17]. Therefore, at each stage of this information processing, the control of user’s behavioral information is shared with multiple agents although the ownership of the IoT device resides with the user.
The purpose of IoT devices is to automate repetitive tasks by collecting information from human interactions [18]. Therefore, apart from explicit queries by end users, these IoT devices unprovokedly also do collect much information from their array of sensors to preprocess expected information requests. The collected information can encompass both the owner and the environment (usually in the device’s vicinity). The extent of this information collection is not disclosed to the end user usually, and thus it makes their activities suspicious. Even if it is disclosed, it is made imperceptible by veiling it behind requests for information to perform the primary functions of the device.

Since the conventional norms of ownership and control are modified in the context of household IoT-enabled devices, a new set of rules would have to be defined to explain these changes. To make sense of these new rules and thus to establish it, we would have to unlearn and then relearn our understanding of privacy in the context of newly found communication capabilities in our conventional consumer devices to allow their coexistence in our social life.

### 3.4 Sensemaking of information privacy and IoT

Sensemaking, as the term suggests, refers to the process of making sense of a situation or condition. It is a process of organization, selection and categorization of all perceptions to aid in the interpretation of events, objects and people [19]. Sensemaking is viewed as both an individual and a social activity by acknowledging the impact
of others on the sensemaker [20]. Implicitly, it also suggests discontinuity from the adaptive structuring of realized understanding over time and creation of new understanding. Sensemaking has been adopted extensively for understanding the process of strategic change initiation in organizational culture or practices [21–23]. Weick [20] presented seven properties of sensemaking in organizations: retrospective, grounded in identity construction, enactive of sensible environments, social, ongoing, focused on and by extracted cues and driven by plausibility rather than accuracy. All of these need to be assimilated for the recipe of change to be implemented in an organization. Management literature has used sensemaking for explaining the context of new technology in organizations [24], reading policy by teachers in professional communities [25], organizational restructuring [26], creativity in organizations [27] and so on.

Information privacy and monitoring are closely related concepts. While the first refers to an individual’s right to let be, the other attempts to curb it. Technology has enabled rich, pervasive and intensive monitoring without the need for a physical supervisor, thus making surveillance innocuous. Alge et al. [28] used the concept of sensemaking to study the phenomenon of information privacy and organizational monitoring with the lenses of identity and fairness. He argues that knowledge of monitoring by a technological system acts as an attentional cue for individuals, causing one to be highly self-aware and concerned with one’s own personal and social identities resulting in a sense of discontinuity. Individuals attempt to make sense of this monitoring by assessing the system’s social and symbolic meaning beyond the apparent technology features of the system [29]. These discontinuities allude the individual to reestablish their privacy stance with respect to perceived surveillance.

Sensemaking is a multistage process that is enacted to understand a crisis situation [30]. It starts with the realization of the present situation and identifying how the environment and the situation are enacted by the people. Sense breaking marks the beginning of this process of relearning. It begins with the collapse of embeddedness of identities and beliefs in the present situation. Our understanding of our environment is a result of both our logical and normative understanding. We construct it on some basal facts that lead to enacted consequences of understanding. Understanding is also created as a result of preconceived norms and beliefs that are then conceived as facts. The collapse of this understanding creates a void for rethinking and reconceptualization of those. Not all understanding is corroded, but the ones directly related to the creation of logical or normative knowledge is lost. For example, in crisis situations constructs like trust are mutilated. People lose their trust in processes, and people start questioning the basis of their trust. This leads to corrosion of normative beliefs and spawns a void for the creation of new understanding (see Figure 3.3).

However, once an accepted sense of understanding is lost, then this abandonment leads to demanding of novel understanding of the present situation. Sense demanding sets the stage for acceptance of new norms, beliefs and identities. Constructs like trust are adapted for rebuilding. Due to the collapse of understanding, vulnerability to different agents of sense giving is heightened. Simultaneously, the creation of new understanding also becomes difficult due to lack of normative and basal understanding. Sense demanding is characterized with a cautious eagerness to redefine the collapsed constructs, with heightened awareness of the present situation or condition.
Sense giving by multiple agents leads to initiation of the process of creation of new understanding. Unlike acquired understanding that is a mix of normative and logical knowledge, this process is highlighted by the acquisition of factual knowledge. The void of old constructs is repaired to create new rules of understanding. Multiple agents co-create new structures of understanding for readoption.

The context of IoT-backed capabilities in our consumer devices forces us to re-evaluate our relationships with these devices. They did exist in our routine social spaces since years (without IoT features), and users were aware of their capabilities and could control their actions. However, as discussed in the previous section, users can own IoT devices but they cannot completely control the flow of information through them. Ownership of the devices’ actions is shared between the user and other agencies. This creates a sense of discomfort and distrust due to the presence of these devices in our social spaces. To reestablish familiarity in the relation between conventional consumer devices and their users, rethinking and reevaluation of their stature in our spaces is necessary.

The source of user’s discomfort is not the whole device but rather some of its capabilities. These devices had been cohabiting in our social spaces for quite some time and had faded their presence into the subconscious. They had become infinitesimal artifacts in our routine social lives. However, the emergence of IoT capabilities had made them reappear in our conscious psyche. Although users want to continue using the device as ever but they feel uncomfortable of IoT-backed features, especially those related to communication capabilities of the device. Desanctis and Poole [31] separated technology structure into its features and intent. Intent refers to the base functionality of the technological device and features refer to the decisions made during design time. The device can be conceptualized by manipulating some of its features, but its intent is clearly defined and rigid. Design intent and use intent should match exactly in order to realize a functional device. Griffith [32] proposed a conceptual model of technology characteristics and its features. With this model, he
argued that a significant gap exists between design-driven and user-driven technology features. Many of these features are not used or even their presence realized by most users and hence they remain dormant. However, even their dormant presence gives the device some capabilities that may not be approved by the user. Often the design features and use features do not perfectly align, which leads to discord during its adoption. Many features integrated into the product are sometimes not even noticeable by the users and the ones that are noticed are adapted over a period by a process of social construction. Scholars like MacMillan and McGrath [33] noted the cruciality of the ability to identify the features that the users will find significant and the ones that may be disastrous to the product (due to its social construction and deconstruction by the users). The adapted form of these functionalities may be different from the ones provided by design. This dissonance affects adoption intent of the device.

In this context, consumer devices can be explained in terms of their features and intent, pre- and post-IoT enablement. Prior to IoT implementation in consumer devices, their intent was clear. A television set was expected to display satellite network beamed and thus present the requisite information. Similarly, a refrigerator was only expected to keep eatables cold and fresh. These devices had some extra features built into them like a wireless remote control for televisions and ozonizing capabilities in refrigerators. These features aimed to improve the usability of these devices but did not interfere with the basic intent. Some of these devices had communication capabilities as some of these did connect to satellites etc. to fetch information. Therefore, in terms of intent pre-IoT devices were not very different from IoT-enabled ones. The difference lies in the way these features and the overall intent of these devices is modified by the introduction of IoT. The intent of these devices is bifurcated i.e. primary intent and secondary intent. The primary intent of these consumer devices still remains the same, but a secondary intent of these devices has developed, which is to automate repetitive tasks. For example, an IoT-enabled refrigerator apart from cooling its contents might also be capable of executing repetitive tasks like ordering grocery when supplies fall below a threshold. An IoT-enabled television is also capable of displaying pre-fetched contextual information along when requested. IoT infuses them with partial autonomy to execute many of its routine activities. Automation requires data capture that might or might not have been exclusively made available to the device. As newer features as capabilities are introduced to the device, these data capture requirements do increase too and simultaneously our discomfort with their optimal usage. Sensemaking is triggered hence, causing establishment of new identities for these devices.

Feature-based theory of sensemaking is proposed to fill this gap in technology design and its perceived usefulness. It helps link extant understanding of sensemaking triggers with later stage models of technology understanding and use (like adaptive structuration theory) [32]. Triggers like suspicion of communication capabilities of IoT devices are apt for the application of feature-based sensemaking theory. However, it is applied in the technology introduction phase [32], unlike consumer IoT devices that have already existed and adapted to our social spaces with their primary functionalities (intent). However, since their novel capabilities, introduced by IoT, has reconceptualized the overall intent of the device, therefore the devices
can be considered to have been relegated to the introduction phase again as a new device. Hence, feature-based sensemaking theory can be applied in the context of re-sensemaking of existing consumer devices triggered by novel capabilities introduced into them.

According to Griffith’s classification of technology features [32], IoT-backed features are core rather than tangential since their presence is acknowledged by users during usage of the device for its primary intent. It is impossible to use these devices without interacting with IoT-backed features. Also, IoT-backed features form the core intent of the device. Their presence can be ascribed to verifiable fact, and it is not possible to discount their presence. Interaction with the device is impossible without acknowledgment of its IoT capabilities. Hence, IoT features are both core and concrete. According to feature-based sensemaking theory, these new IoT-backed features are more likely to be experienced as novel and discrepant owing to their concreteness and core characteristics. These features, therefore, trigger sensemaking leading to adaptive structuration and later regulation again into our routine social spaces. However, it would need conceptualization of the relationship between producers and diffusers of user’s private information regarding their concerns and needs of control of this data.

3.5 Integration of information privacy needs and concerns in IoT

The context of triggering of sensemaking due to IoT according to feature-based sensemaking theory, as discussed in the previous section, is different from the introduction of new technology. Adoption theories like Technology acceptance model (TAM) have been used by information systems researchers to explain the process of behavioral intention to use a new technology [34–37]. However, they are not designed to explain the phenomenon of re-introduction (with changes in the core intent) of an existing technology when the user has prior exposure to a similar technology. Constructs like experience moderate the interaction of adjustments to the technology with user’s perceived ease of use, before direct exposure to the technology. Griffith’s model [32], which distinguishes a technology from its features, helps explain the case of the re-introduction of consumer appliances with IoT capabilities. Accordingly, the technological device (i.e. consumer appliance) with its primary intent was exposed to the users already, and it had diffused into their routine. However, enhancement of its primary intent with IoT capabilities led to a sense of distrust on these consumer devices. Hence, their intention to use these devices, along with IoT-backed features, again will depend on multiple factors.

Marketing literature has recognized that significant gaps do exist between consumers’ expectation of privacy in connected environments against marketers’ expectations [38]. With the following set of propositions, this study proposes to combine user’s information privacy concerns and IoT provider’s information assertion in the context of perceived control over information. This study also attempts to explain how these affects usage intention, moderated by legislative controls.
3.5.1 User’s privacy concerns and perceived control of information

Private information can be distinguished from one that leads to embarrassment or one that leads to loss of privacy or control [39]. Disclosure about the collection of information and transparency of its usage will allow users to make an informed decision that improves their trust on the ecosystem.

People are averse to sharing some kinds of information like medical, financial of family related but far less uncomfortable sharing certain others like product or brand preferences. According to Westin’s privacy segmentation, individuals too differ in their concerns about information privacy ranging from “privacy unconcerned” to “privacy pragmatists” to “privacy fundamentalists” [40]. The basis of their classification into this schema is based on their perception of loss of control over how personal information is collected and used by companies. In the context of IoT, these companies consist of multiple agencies like IoT device manufacturers, network providers, third-party information processors, etc. Users who belong to the category of privacy fundamentalists do firmly believe in their loss of control over personal information and its subsequent secondary usage. Privacy pragmatists will relinquish significant control of their private information and are willing to trade it for perceived benefits. Against this, privacy unconcerned users may not believe in the said loss of control or are not bothered even if it is true.

Proposition 3.1. Users with greater concerns about privacy will seek to achieve greater perceptive control of the process of collection and usage of their private information.

3.5.2 Provider’s information assertion and perceived control of information

IoT device manufacturers attempt to enrich devices with more features to enable automation of user stimuli at the expense of weak privacy architecture. The absence of avenues for face-to-face communication requires firms to use consumer information to offer personalized services that will increase value and hence consumer loyalty [41]. The value generated by these activities may not necessarily be the value demanded by consumers but further leads to increased system complexity and usage anxiety. Venkatesh [42] argued that computer anxiety was one of the precedents to perceived ease of use in TAM. Users do vary in their anxiety in using these devices. So manufacturers regulate default usage behavior of these devices for users to minimize conscious deliberation and associated usage anxiety.

Apart from that, some IoT providers attempt to capture business value by sharing consumer’s private information with external agencies for behavior analysis. Such providers tend to maintain information opacity about device behavior as knowledge of such activities will dissuade privacy-concerned users. Therefore, such firms tend to indulge in these activities covertly by regulating default usage. Zuboff [43] asserts the existence of a market for trade of consumer’s private information. She termed it as surveillance capitalism. Firms vary in their assertion of user-shared information although providing the same services due to the distinction of their business objectives.
Proposition 3.2. Firms with greater assertion on user’s information will allow lesser control of their private information.

3.5.3 Legislative framework and perceived control of information

International IoT policy regulators have been invoked to engage in the debate of allowing individuals the ability to disconnect from the network anytime and putting in place necessary regulations to ensure it [14]. Weber [12] suggested setting up of a legal framework to ensure compliance of consumer privacy regulations, apart from self-regulation by firms themselves. It would ensure both deterrence and compliance to agreed privacy norms. Since IoT infrastructures extend globally through a network of servers and protocols, ensuring compatibility with these regulations would pose a significant barrier to realizing this vision. Individual states would have to ensure that their regulations comply with each other. Hence, Weber [12] suggested the establishment of a global legislator for policy making and ensuring applicability of its regulations concerning privacy norms to all objects (including information) from their genesis to dissolution. Adherence to its regulated privacy framework would ensure greater control of private information in the ambit of consumers.

Proposition 3.3. Greater robustness of privacy ensuring regulations would lead to greater control of information for the end users.

3.5.4 Perceived control of information and intention to use

Information systems and psychology literature have treated control as a construct to explain user’s intention to act. It specifically relates to Bandura’s explanation of perceived self-efficacy that “is concerned with judgments of how well one can execute courses of action required to deal with prospective situations” [44]. Ajzen and Fishbein [45] explained behavior and intentions by Theory of Planned Behavior (TPB) which extended the Theory of Reasoned Action [46,47] by primarily adding the perception of behavioral control. They argued that perceived control of one’s action toward the achievement of expected outcomes, influences intention to act and its ultimate successful conclusion. This conceptualization of control refers to both internal and external control. Internal control refers to knowledge and self-efficacy while external control refers to the environment [48].

In the context of IoT, the user’s perception of control over his private information influences his intention to share it with the IoT device (assuming it to be the prerequisite for its usage). His perceptions of control extend to control of the process of information collection (i.e. knowledge and self-efficacy) and control of usage of provided information (i.e. control on environment).

Proposition 3.4. Greater the amount of perceived control (both internal and external) a user exercises over his private information, more will be his intention to use the system.

Figure 3.4 illustrates propositions relating user’s privacy concerns with IoT provider’s information assertiveness and legislation capabilities, with perceived
control of information and later adoption. In summary, behavioral intention to use IoT system shall improve by allowing greater control of information to the end customer. Improving the legislative structure to ensure that even if firms may be seeking to assert greater control over user information, will allow privacy conscious users to intend to use these devices more.

3.6 Discussion

Sensemaking theory provides a firm outlook to the phenomenon of introduction of IoT features in consumer appliances. As mentioned previously, adoption theories in general do not consider the scenario of prior acquaintance with similar technologies. But sensemaking theory acknowledges this discontinuity and further implores the reconditioning of accepted constructs like perceived usefulness and perceived ease of use. Moreover, it enlightens the IoT providers to understand the expectations of the consumers and simultaneously helps the consumer to understand the logic of automation. This abridgment shall lead to quicker readoption of these feature laden appliances.

In line with earlier research that consumers should be given greater control during information collection and dissemination [49], this study supports assigning control of private information to the end user. IoT adoption can be improved by IoT providers by allowing control of both the process of collection and usage of private information. But granting micro-level control of the device features to the end user might cause user anxiety and hamper adoption. Similarly, high level of automation might cause discomfort for the user on grounds of disempowerment of control rights on the device. Allowing optionality to collection of noncritical data can be one way of impressing user control of information. IoT devices should provide the ability to disable IoT-backed features of the device and use it for only its primary intent. Therefore, users with varying levels of privacy concerns will be catered to and hence improve acceptability of IoT in consumer devices.
Drafting of an appropriate framework for management of globally compatible privacy controls will also help increase user trust in the ecosystem, thus enhancing usage intention. Presently, the disjoint set of privacy-related protocols leads to confusion during implementation causing inconsistencies. IoT providers do not have a single universal privacy framework design for implementation in the IoT architecture and design. Industry wide legislations for such provisions will definitely help resolve such conflicts. It will also help assuage user privacy concerns regarding IoT-based consumer device adoption.

Reducing the gap between user wanted and manufacturer-designed features for IoT devices, can also improve trust in the ecosystem and thus improve adoption. Future research could explore design issues in ensuring these recommendations. Designing privacy-aware systems will improve perceptual control and hence information privacy. Empirical testing of the proposed model will help gain additional insights into this process of control traversal. Privacy concerns of industrial IoT devices do need to be studied too, to boost adoption of the whole connected IoT ecosystem.
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SMARTIE: a secure platform for Smart Cities and IoT
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Summary
The Internet of Things (IoT) is intended to transform our daily lives through the convergence of significant efforts from different disciplines. Under the vision of a hyper-connected world, security and privacy must be properly tackled by holistic approaches, since they are considered as key factors for a large-scale deployment of new IoT-enabled services and applications. Towards this end, the focus of the SMARTIE project is the application of security and privacy mechanisms to different use cases under the umbrella of a high-level architecture with a strong emphasis on security and privacy. The instantiation of this architecture is aimed to facilitate the creation of valuable and innovative services for citizens in the upcoming generation of Smart Cities, while security and privacy are preserved.

4.1 Introduction
The Internet of Things (IoT) [1] has become a widely used term to make reference to a global network of interconnected smart objects that promises to transform our surrounding environment. The vision of a hyper-connected world promises to overcome many socio-economic barriers in the coming years to transform technology into a ubiquitous element of our everyday lives. This view is being materialized by the convergence of technologies and multidisciplinary efforts, which are leading to the development of a smarter world bringing a significant benefit for people.

In this context, Smart Cities [2] represent emerging global ecosystems of interconnected smart objects, in which security and trust are essential for the success of innovative and valuable services to be leveraged by citizens. Data collected in a smart city platform will contain personal data that fall under data protection regulation, thus it needs to be protected by technical security means. Beyond protecting the privacy of citizens, there is a strong need to protect the information in order
to reduce the risk of data theft that can lead to identify fraud and financial damage. Therefore, access to critical components needs to be protected in order to avoid disruption of the public infrastructure operation. In particular, actuators will allow hackers to extend the outreach of their attacks beyond Information Technology (IT) systems into the real world. The actual damages caused by possible threats can range from small interferences within the system to personal losses/exposure of private information. With the advent of Big Data era, the risk and impact of security or privacy threats will get a bigger impact for people.

Under these premises, the application of innovative and suitable approaches for security and privacy in smart cities is essential. Common network security tools, such as firewalls, monitoring systems or typical access control mechanisms, might not be enough to prevent sophisticated attacks due to the distributed nature of the IoT. It is essential that security is directly designed into the infrastructure rather than being added as an extra plug-in, by considering security and Privacy by Design (PbD) principles [4]. The challenge will be to design solutions where no single server has significant power to control the infrastructure or to access significant amounts of data. Thus, security solutions are required on all layers, from the sensor over the network, gateways up to the data storage and processing infrastructure. In this sense, the main goal of the EC-funded project SMARTIE (SMArter ciTIEs data management) [3] is to create a distributed framework for IoT-based applications storing, sharing and processing large volumes of heterogeneous information. This framework is envisioned to enable end-to-end security and trust in information delivery for decision-making purposes following data owner’s privacy requirements. SMARTIE follows a data-centric paradigm, which will offer highly scalable and secure information for smart city applications. Its core features will be the information management and services plane as a unifying umbrella, which will operate on heterogeneous network devices and data sources, providing advanced secure information services to enable valuable higher-layer applications. SMARTIE is focused on the development of different technologies to fulfill the needs of the different users of such a platform with respect to security, privacy and trust. Specifically, several components have been already identified as a step forward to cope with the security and privacy requirements of a secure platform, they are being developed within the scope of the project. The core security components focus around encryption for data privacy, policy-based access control, and means for intrusion detection. However, more components providing further services required in the IoT in a secure way, e.g. discovery or platform management, are developed within the project.

In the following, we review related work, including a brief introduction to the Architecture Reference Model (ARM) of the IoT-Architecture project (IoT-A). In the main section, we provide a list of the main innovative components that are developed and used within SMARTIE. The list is structured according to functional groups (FGs) that are defined in the IoT-A ARM. This set of FGs can be considered common to IoT systems as it gathers the essential functionality of an IoT system. We then describe the scenarios where we plan to test the components and finally conclude.
4.2 Related work

The deployment of new IoT services requires to support aspects such as PbD and data minimization principles, in order to give people maximum control over their personal data. These requirements cannot be addressed at late stages during the development of IoT applications; they must be tackled during their design in order to build innovative applications for citizens by abstracting the underlying technologies, since IoT stakeholders will only accept services which are based on secure and privacy-preserving infrastructures. In recent years, the fragmentation of IoT technologies and protocols has led to the need for the definition of an abstract architecture in order to capture the inherent needs and requirements of the IoT ecosystem. Indeed, this issue has been widely considered as one of the main barriers for a large-scale adoption of this emerging paradigm. Several European efforts, such as the Internet of Things European Research Cluster (IERC),\(^1\) have tried to fill this gap in order to define a harmonized vision that is agreed by academia and industry in order to build a more interoperable IoT. In fact, several European projects such as BUTLER\(^2\), SENSEI\(^3\) or IoT6\(^4\) represented multidisciplinary efforts to deal with different aspects of IoT. Specifically, BUTLER’s main goal was to enable the development of secure and smart life assistant through the integration of different IoT devices and communication technologies, in order to provide a homogeneous access to the underlying heterogeneous networks. Moreover, IoT6 was intended to design an IPv6-based service-oriented architecture, in order to achieve a high degree of interoperability between different applications and communication technologies.

Under the umbrella of these initiatives, IoT-A [5] was a large-scale project focused on the design of an ARM to instantiate IoT architectures through a set of specific tools and guidelines. The main goal of this reference architecture was to optimize the interoperability among isolated IoT applications to create a global ecosystem of services under a common understanding. It was intended to promote initiatives adopting ARM as the baseline for other IoT architectures by enabling the reuse of components and interactions among them. While previous efforts were not focused on security and privacy aspects, the SocIoTal EU project\(^5\) aims to provide a generic security framework addressing security and privacy requirements at different levels and fostering the participation of citizens to use valuable services with novel underlying security mechanisms. SocIoTal fosters the creation of a socially aware citizen-centric IoT by ensuring privacy and trust are embedded in a privacy-preserving context-sensitive framework for IoT devices which uses adequate security enablers. The resulting architecture represents a significant ongoing effort to build a more

---

\(^1\)http://www.internet-of-things-research.eu/
\(^2\)http://www.iot-butler.eu/
\(^3\)http://www.sensei-project.eu/
\(^4\)http://iot6.eu/
\(^5\)http://sociotal.eu/
Secure and privacy-preserving IoT. Also based on ARM, SMARTIE architecture has a strong emphasis on security and privacy aspects, through the instantiation of ARM FGs and its application to different use cases in the context of the next generation of Smart Cities.

### 4.3 IoT-A Architecture Reference Model

When facing a design involving the features and challenges of the IoT, working with a solid base is important. The IoT is often seen as vertical silos without interoperability, and using governance models that do not help with collaboration or interoperability. A good way to proceed is to use an established model that aids to identify the unique challenges that IoT systems bring. The IoT-A methodology is chosen for SMARTIE because it enables to concentrate the effort of the development on the main aspects of the project, while reusing concepts already established. IoT-Architecture (IoT-A; IP EU project from 2009 to 2012) [6] proposes a baseline design with an ARM, which aims to lower the aforementioned barriers such as interoperability or scalability that IoT designs have to face. This ARM uses basic building blocks together with guidelines and principles that are key in the design of protocols, interfaces and algorithms for an IoT system. This methodology and guidelines enable the design of an IoT system providing key features such as scalability and interoperability. Another important aspect of the IoT-A ARM is that it provides a language and concepts that improve the communication between the different partners. In addition, such a common language and semantics can be used for comparing the different approaches of each partner. All this is accomplished by means of a functional view and an information view, which, as we will explain later, consist of decomposition diagrams, interfaces, sequence charts, technical use cases and interaction examples. This methodology and guidelines will be summarized in the next section.

The IoT-A methodology for designing an IoT system uses a set of views (physical, context, functional, operational and deployment) that, in the end, define an architecture. The complete definition of the methodology can be found in the Deliverable D1.5 provided by the IoT-A project [7]. IoT-A provides a list of requirements that can be addressed by any IoT system, including functional and non-functional requirements. Based on this list of requirements, the IoT-A ARM process recommends, using it as a guideline, to derive specific requirements for the system. The elicited requirements demand some functionality that has to be provided by the system. This functionality can be grouped so that more or less complex components are generated. The groups of functionality can be related to aspects such as scalability, availability, security, performance, etc. In this way, it is easier to specify the components that may already exist or have to be designed, to address the requirements. The ARM Functional View (Figure 4.1) identifies FGs and FCs from the previous stage, the requirement process. This set of FGs can be considered common to IoT systems as it gathers the essential functionality of an IoT system.
Specifically, IoT-A ARM presents nine FGs detailed in D1.5 of IoT-A [7, p. 108]. They are summarized as follows:

- **Application**: it represents the user or the application acting on behalf of the user.
- **Device**: it represents the target of the interaction, e.g. a sensor, source of information, a tag, actuator (modifier of the state of the system), etc.
- **IoT Process Management**: it identifies the new concepts or interfaces that are needed to gear the traditional processes towards the peculiarities of the IoT presents.
- **Service Organization**: it is in charge of managing and orchestrating services at the different levels of abstraction they are offered on.
- **Management**: it deals with the management of the IoT devices’ configuration, monitoring, reporting, faults, etc., as well as the administration of the IoT system as a whole.
- **Virtual Entity**: it provides the functions necessary for interacting with the IoT system through Virtual Entities (VEs). In the same way, it provides the necessary functionalities for discovery and lookup of the services being offered for the aforementioned VEs.
- **IoT Service**: it gathers the IoT Services and their functionalities such as name resolution, discovery and lookup for those services.
- **Communication**: it serves as an abstraction that models the interaction schemes providing a common interface to the IoT Service Functional Group.
- **Security**: it is responsible for fulfilling security and privacy requirements regarding the IoT system.
The FGs are composed of different Functional Components (FCs). IoT-A describes the components’ interfaces and functions, providing a means to design the interactions among the components; what is known as the information view. In the next section, we will follow the functional view of ARM to describe the components of SMARTIE.

4.4 SMARTIE architecture

4.4.1 Functional view

As described in the previous section regarding the IoT-A ARM, the functional view is used to describe a set of FGs and FCs that are derived from the requirements process and that can be found in several IoT systems. Figure 4.2 shows how the SMARTIE components are organized in the different FGs. Following the figure, we describe each SMARTIE component in relation with its FG and also the interaction with other components. The focus in this section’s descriptions is on the reasoning of the placement in FGs and design decisions for the particular component.

4.4.2 Application Functional Group

Although the Application Functional Group is out of the scope of the IoT-A ARM, we present the components that offer high-level functionality to the IoT system. In the SMARTIE project, the Application Functional Group is composed of Intrusion Detection System (IDS)–Data Distribution and Smartdata Service Enablers for third-party Applications (SE/App).

4.4.2.1 IDS–Data Distribution

Attacks on IoT devices have to be reported to other devices and/or the network operator. The IDS is used to scan the network traffic for intrusions to the network and to report unknown or unwanted traffic to the network operator. Therefore, detected events are distributed to other devices. The data distribution parts of the IDS component immediately share new security-relevant information, mainly using the lightweight secure CoAP (lwsCoAP) component or tiny Data Storage Management (tinyDSM) distributed storage features.

4.4.2.2 Smartdata Service Enablers for third-party Applications

This component contains the logic and algorithms responsible for producing relevant context for the application from raw messages. These are mainly third-party applications, or services, running on top of the platform, that use, process, etc. the information collected by the platform. Services provided by components such as Privacy-Preserving Event Detection and Correlation, and Privacy-preserving geofencing (PrivLoc) may be incorporated in the platform as SEs, enabling enhanced functionalities through interaction with other available SEs.
Figure 4.2 SMARTIE components for each functional group
4.4.3 Management Functional Group

The Management Functional Group offers features to the IoT System features to reduce costs, attend unforeseeable usage issues, adding flexibility to the overall system. In SMARTIE, the Management Functional Group contains the Smartdata Provider Management.

4.4.3.1 Smartdata Provider Management

The Smartdata Provider Management is a set of functionalities that gives other platform components, or third parties, the possibility to create, modify or delete providers. All the entities (i.e. sensors, applications, etc.) that generate information that should be collected by the platform are identified as Providers. To send information to the platform, a Provider has to be registered previously and authorized to send such data; otherwise, the information sent by the source is not taken into consideration. This component interacts with Directory Services – Resource Directory with Secure Storage and Discovery. Functionalities such as semantic-based search may be provided by the component.

4.4.4 Service Organization Functional Group

This FG acts as a communication hub among several components of other FGs. As the basic communication concept in the IoT ARM, Service Organization composes services of different level of abstraction. In SMARTIE, it is composed of three components: Processing Flow Optimization, IoT Broker and Federation of Systems.

4.4.4.1 Processing Flow Optimization

The Processing Flow Optimization creates processing flows according to an optimization criterion, taking into account constraints. In a processing flow, sources (e.g. sensing services on sensor nodes) provide information that is processed by one or more information processing services on computing nodes. The information then flows from the sources through the information processing services, providing the required information to the requester. The selection of sources and the placement of information processing services on computing nodes are optimized according to an optimization criterion, e.g. required bandwidth or required processing power. The Processing Flow Optimization needs to be able to discover suitable sensor nodes with sensing services, processing service software components together with their requirements and compute nodes, on which the processing service software can be deployed. The Configuration Management with Geographic Discovery can provide the former. The latter has to be developed as part of the Processing Flow Optimization. This component will be integrated with the IoT Broker, so the information is on a VE level.

4.4.4.2 IoT Broker

The IoT Broker provides applications with one single access point for accessing IoT-related information from a possibly large set of IoT sources like sensors, but also
information processors. The IoT Broker accesses the information from the different sources, aggregates it and returns it to the requesting application. Information sources have to provide their information using the Next Generation Services Interface (NGSI) Data Model for context information [8]. The IoT Broker supports synchronous one-time requests for accessing information, as well as asynchronous subscribe/notify interactions, where notification conditions specify when notifications (updates) are sent. The services it interacts with belong to the Virtual Entity Functional Group and it makes use of the Configuration Management with Geographic Discovery.

4.4.4.3 Federation of Systems

The Federation of Systems (FoS) allows temporary cooperation of independent systems in order to provide a given service, which cannot be provided by the involved subsystems separately. This component will be related to the Smart City Information Centre Use Case described in D2.1 [9]. It is an integrative use case showing the possibilities of cooperation of independent systems deployed in the Smart City in order to provide new functionalities. The FoS requires the tools looking for devices and services matching its requirements (e.g. through Discovery, IoT Broker, Configuration Management and Resource Directory components). Also, access control needs to be ensured (e.g. through the interaction with Distributed Kerberos and Distributed Capability-Based Access Control (DCapBAC) components). Moreover, the communication within the FoS is intended to be secured through the use of Ciphertext-Policy Attribute-Based Encryption (CP-ABE) component and short Elliptic Curve Cryptography (shortECC) with the logistic map Random Number Generator (lmRNG). In addition, Node Attestation and Intrusion Detection components will be used to be able to detect the malicious or tampered devices and also the anomalies in the network traffic. Finally, in order to detect unusual measurements as soon as possible, Privacy-Preserving Event Detection and Correlation and tinyDSM components will be employed.

4.4.5 Virtual Entity Functional Group

The Virtual Entity Functional Group provides functionality for interacting with the IoT System based on VEs, as well as functionality such as discovery and lookup of services that provide information about VEs. Furthermore, it enables functionality for managing associations, finding dynamic associations and monitoring their validity. In SMARTIE, the Virtual Entity Functional Group contains the Configuration Management with Geographic Discovery.

4.4.5.1 Configuration Management with Geographic Discovery

The Configuration Management with Geographic Discovery is part of the Virtual Entity Functional Group, and more specifically it represents an instantiation of the VE Resolution Functional Component as described in the IoT Functional View presented in the IoT-A Deliverable D1.5 [7]. This component allows the lookup and discovery of information sources, e.g. sensing services that provide certain information, such as the indoor temperature of a room or the speed of a bus. For the discovery, a
geographic scope can be specified using geographic coordinates, e.g. discover all services providing information about busses that are currently within a geographic area given by a geographic segment specified by the geographic coordinates of two opposite corners. Information sources register with the Configuration Management, specifying what information they can provide through the NGSI Data Model [8].

4.4.6 IoT Service Functional Group

The IoT Service Functional Group enables functionalities and services, such as discovery, name resolution and lookup of IoT services. In SMARTIE, the IoT Service Functional Group is composed of the following components: Digcovery, Resource Directory with Secure Storage, tinyDSM, Privacy-Preserving Correlation and Privacy-Preserving Geofencing, and also the Drivers/NA and Context Management of the Smardata platform.

4.4.6.1 Digcovery

Digcovery is a framework that enables scalable and automated registration of devices for IoT environments using well-known protocols such as the Constrained Application Protocol (CoAP) [10] and CoAP Resource Directory. It provides the functionality of an information repository for the different devices in the system. Digcovery allows keeping the information about these devices updated and available to the users and the overall system. A common and previously agreed semantic has to be used in order to homogenize functionality and capabilities of the sensors. The use of CoAP as protocol for interacting with Digcovery enables the constrained devices to communicate with Digcovery and obtain information about services that they might need.

4.4.6.2 Resource Directory with secure storage and user authentication

The Resource Directory (RD) [11] component provides information on the available resources and services within the system that have been previously registered and enables efficient search and discovery in a secure manner. The resources are registered in the RD using specific message in eXtensible Markup Language (XML) format using Hypertext Transfer Protocol (HTTP) POST. This message contains metadata about the resource and/or service, capabilities, location and other relevant data. Subsequent search and discovery is performed using XML message sent using HTTP GET containing appropriate filters, indicating desired services or resources. It relies on the secure storage and other SMARTIE components, in order to enable secure access to the dynamic information about all available resources in the system at a given time only to authorized users and components.

4.4.6.3 Tiny Data Storage Management

The tinyDSM middleware provides a shared data storage for the nodes in the wireless sensor network. The data pieces are defined as variables, each with a specified type and policy controlling the behaviour of the middleware regarding handling of the variable. The sharing of the variables is based on replication and the policies specify its details in terms of the replication area and consistency parameters. The replication
helps to assure the data availability in case of node failure and provides a consistent view of the replicas. The configuration is application specific, static and common for all the nodes in the network. Reliable shared data storage with data monitoring makes it possible for the nodes to cooperate more autonomic and independent from the central station by injecting more intelligence into the network.

4.4.6.4 Privacy-preserving geofencing
PrivLoc offers secure location-based services, in particular a secure geofencing service. It uses a standard spatial database for geolocations (e.g. PostgreSQL, MySQL, MongoDB) without modifications. The core of PrivLoc is a lightweight encryption procedure for location data that preserves operations like intersecting geometric objects and nearest neighbour search within proximity. In a typical geofencing setting users can subscribe to an area in order to get notification if any of the tracked objects enter or leave the area. A spatial database hosted on the cloud receives regular movement vectors of the objects, and checks if these movements cross a geofenced area which has been subscribed to within the database.

4.4.6.5 Privacy-preserving event detection and correlation
This component allows privacy-preserving processing of sensor data. The success of this concept will not materialize just with a mere gathering of the information generated by the multiple sensors deployed everywhere in a smart city. An intelligent and powerful correlation among an enormous amount of data is definitely a must to fulfil such a goal. By linking, grouping, associating and/or clustering all the collected data given certain criteria, more meaningful and useful information, such as behavioural patterns, for instance, could be extracted. In order to preserve the citizens’ privacy in the context of smart cities, we suggest to encrypt the data before being collected, in such a special way that its original content is never revealed to the information-gathering entity, but it is yet usable for certain purposes. In particular, it should be possible to perform a number of operations devoted to achieve a smart and useful correlation of such encrypted data.

4.4.6.6 Smartdata: Drivers/NA
A driver is considered as a component able to translate the information (e.g. the payload of the information sent by a CoAP sensor) to a well-known language understandable and manageable by the platform. Drivers are components that can dynamically be added to the platform by third-party entities. There are components that run inside the platform, but are not part of the platform base components. This component works at a low-level layer, providing the translation mechanisms between the platform and devices.

4.4.6.7 Smartdata: Context Management
The Context (Ctx) Management component deals with the routing mechanism necessary to forward the messages from the module that receives it to the module that should consume the message. It provides the queuing and routing functionalities.
Context Management uses the components in the Security Functional Group to guarantee that the providers are authenticated and authorized to publish data to the platform.

### 4.4.7 Security Functional Group

The Security Functional Group is in charge of enabling privacy and security of the IoT system. In SMARTIE, this is the most important FG that contains many relevant components, such as DCapBAC, eXtensible Access Control Markup Language (XACML)/JavaScript Object Notation (JSON), CP-ABE, Sticky Policies Access Control and Encryption (SPACE), IDS Data Gathering and Storage, Node Attestation (IMASC), Distributed Kerberos, shortECC, lmRNG and the Smartdata Components User Management and ID Management.

#### 4.4.7.1 Distributed Capability-Based Access Control

The DCapBAC [12] component is based on the use of authorization tokens, containing access privileges that were previously granted to the holder, as well as a set of access conditions to be locally verified at the end device. Under the main foundations of Authorization-Based Access Control (ZBAC) [14], DCapBAC allows a distributed approach in which IoT devices are enabled with authorization logic by adapting the communication technologies and representation format. Specifically, it makes use of the JSON [15] as representation format for the capability token, which are attached on access requests by using CoAP [10]. Furthermore, it defines an optimized ECC library, in order to provide an access control mechanism for the IoT, while end-to-end security is preserved.

#### 4.4.7.2 XACML/JSON

XACML [16] is a framework consistent with Attribute-Based Access Control (ABAC) [18] that uses policies to express rich and fine-grained access control decisions. It is based on the XACML [17] by giving the possibility to define access control policies in JSON, instead of XML. Furthermore, access control policies have to be managed in an efficient way to handle all rules and policies, having into account possible conflicts, duplication, etc. among them. XACML provides access control functionality following the current state-of-the-art standard in this area. Moreover, the inherent features of IoT and the amount of requests that are expected of IoT Systems require efficiency to be taken into account. This is why the use of JSON in conjunction with XACML is considered as part of the functionality of this component.

#### 4.4.7.3 Ciphertext-Policy Attribute-Based Encryption

CP-ABE [13] is a cryptographic scheme that links access control and encryption. The main foundation of CP-ABE is an algorithm to encrypt information under a certain policy of identity attributes. Secret keys are associated with sets of attributes and given to the users how are supposed to have the respective attribute. This enables dissemination of information using different information sharing models where the producer of the information is always in control of how the information can be accessed. Furthermore, CP-ABE can be used in scenarios where multiple receivers are involved. With CP-ABE, the information does not need to be encrypted individually for each
receiver, but only once according to an access policy. The scheme itself ensures that all authorized recipients, holding secret keys with the right attributes, can decrypt the message. Furthermore, it could be integrated with ABAC through the use of the XACML/JSON component in order to enhance the consistency of the security functionality.

4.4.7.4 Sticky Policies Access Control and Encryption
As an alternative mechanism to CP-ABE, the SPACE component will allow IoT devices to store the information in an untrusted environment. This component is intended to provide a scalable and granular information access control mechanism, allowing end-to-end information encryption, information access to specific elements within a group, as well as secure information storage. SPACE is built on top of the Sticky Policies concept [19], which is a policy-based encryption scheme that allows an entity to encrypt data according to a policy file, in such a way that only who meets the policy file requirements has access to the information. It also enables an entity to store data in an untrusted database in a secure way. Specifically, the policies are defined in XACML 3.0, which allows the expression of very complex rules and various types of access control, such as ABAC, and easy integration with the XACML/JSON component, in order to reduce the size of policy files.

4.4.7.5 Short Elliptic Curve Cryptography
The shortECC library provides the encryption and digital signature functionalities for low-power devices, e.g. wireless sensor nodes. The approach uses elliptic curves with a key length between 32 and 64 bits, but can also use standard ECC key lengths depending on the trade-off between the security level and performance. It can be used by another FCs requiring the mentioned cryptographic functionalities. Specifically, it can be employed by components requiring secured communication with resource-constrained devices and integrated with CoAP in order to provide basic security properties. Furthermore, this component makes use of tinyDSM for key management and lmRNG in order to generate the pseudorandom numbers.

4.4.7.6 Logistic map Random Number Generator
The lmRNG allows the generation of cryptographic secure pseudorandom numbers on low-constrained devices, e.g. wireless sensor nodes. Furthermore, for this component, it is envisioned the use of a hardware module for the seed generation. Its outputs need to fulfill the National Institute of Standards and Technology (NIST) [20] requirements according to entropy sources. The modular arithmetic performed by the lmRNG needs to be adjusted to the finite field order in which the cryptographic operations are performed. It can be used by security libraries, e.g. shortECC or by another FCs requiring pseudorandom numbers for security aspects.

4.4.7.7 Node Attestation (IMASC)
IMASC is an integrity measurement framework that makes use of a cheap and common secure hardware, the SmartCard, to provide a trusted running environment for most of the embedded devices that has suitable port support. Since the SmartCard is a secure microcontroller that is very difficult for the attacker to hack, we use it as
a trust anchor in the architecture of the device node to maintain the integrity of its software stack. The firmware of the device will be tailored to a measure-before launch execution scheme, so that tampered code or unknown libraries will be detected and audited before the device decided to execute it. Meanwhile, the SmartCard protects the integrity of the measurement results so that a Trusted Third Party can attest each node remotely.

### 4.4.7.8 Distributed Kerberos

Distributed Kerberos is a component to compute Kerberos-like authentication tokens. The service can be enriched with authorization, e.g. with capabilities based on the DCapBAC component to obtain lightweight capability tokens for authentication and authorization. With symmetric cryptography, the choice of suitable authentication and authorization schemes is limited. A popular choice is the Kerberos protocol, which is, however, designed for an enterprise scenario, where all resources and the central Kerberos servers are in the same domain. Distributed Kerberos increases the trust in the Kerberos server by distributing it over two entities, e.g. two servers or even two organizations. As long as at most one server part is compromised, all obtained Kerberos tokens follow the access control policy. For a successful attack, both servers would need to be compromised. Therefore, Distributed Kerberos can be used as a publicly available service across domains.

### 4.4.7.9 IDS data gathering and storage

IoT devices will likely be exposed to attacks from the Internet. Encryption and authentication mechanisms may not be sufficient to protect those kinds of distributed low-power devices. The IDS component detects on-going attacks on IoT devices. Therefore, the data gathering and storage parts of the IDS component scan the network traffic (mainly from lwsCoAP component) for intrusions to the network/devices and may correlate possible events from other event sources (applications/tasks) for security-relevant data. It gathers and stores part of the security-relevant data to build a knowledge base for further detection. This component gathers and stores data to build a knowledge base for detection. Data storage may include local storage possibilities as well as distributed tinyDSM storage features.

### 4.4.8 Communication Functional Group

The Communication Functional Group is an abstraction used for modelling the variety of scheme interactions derived from several technologies belonging to IoT Systems. This FG also provides a common interface to the IoT Service Functional Group. In SMARTIE, it is composed of lwsCoAP and the Actuation/REpresentational State Transfer (REST) component of the Smartdata platform.

### 4.4.8.1 Lightweight secure CoAP

Existing secure CoAP mandates the use of Datagram Transport Layer Security (DTLS) [21] as the underlying security protocol. However, DTLS was originally designed for comparably powerful devices that are interconnected via reliable, high-bandwidth links, which is often not the case. The challenge is to deploy simplified encryption
methods as part of the CoAP, which can be executed on very constrained devices. The lwsCoAP component is used to provide secure data channel between the IoT devices and the back-end cloud platform by using secure channel and employing lightweight encryption schemes. The core of the security system is the cryptographic primitive based on ECC, which can be successfully scaled up and down to provide variable level of protection at the expense of using more or less resources (i.e. processing power, memory, generated overhead). The solution is based on ISO/IEC 29192 standards, which aim to provide lightweight cryptography for constrained devices, including, block and stream ciphers and asymmetric mechanisms. This method is further optimized in order to reduce the key size and makes the algorithm more efficient.

4.4.8.2 Smartdata Actuation/REST
This component is responsible for the communication between the platform and the device. It translates the abstract message known by the platform to the specific message that it is understandable by the corresponding device. This component is able to route the message from the platform (or from the SEs) to the actuators. Specifically, it is intended to translate the messages, from an abstract view to an actuator’s understandable message.

4.4.9 Architecture configurations
The SMARTIE components described in the previous section have the same or at least similar functionalities, but differ in their characteristics, which make them suitable for different scenarios. In this section, for a few high-level scenarios that have specific characteristic and requirements, we identify a set of components especially suited for the given setting. The scenarios only serve as examples; more complex scenarios may have multiple heterogeneous requirements, which may result in having different levels and a set of components for each level. In this case, integration between the different levels is needed.

4.4.9.1 Constrained devices scenario
This scenario is characterized by a number of constrained devices, e.g. sensor nodes, and a limited not (heavily) constrained infrastructure, e.g. a single gateway. The constrained devices interact with the gateway, but also with each other to achieve the desired functionality. An example for such scenario could be environmental monitoring in a remote area with limited infrastructure. The devices are constrained with respect to computational power, energy and communication bandwidth. For this reason, there are few suitable off-the-shelf components available that could be used, especially if specific security requirements are to be fulfilled. Figure 4.3 shows a number of high-level functionalities required in this scenario. For each of these, the selected SMARTIE components and libraries are provided, together with an explanation why they have been selected.

4.4.9.2 Non-constrained IoT services
In this case, the scenario is characterized by IoT services based on devices with sensors and actuators. Devices are not (heavily) constrained, e.g. involving smart
<table>
<thead>
<tr>
<th>High-level functionality</th>
<th>Components and libraries</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>IwsCOAP, ImRNG, shortECC, Smartdata Actuation/REST</td>
<td>Constrained devices have to securely communicate with existing infrastructure and among themselves, off-the-shelf secure communication is too expensive for constrained devices.</td>
</tr>
<tr>
<td>Discovery</td>
<td>Discovery, IwsCOAP</td>
<td>Sensors need to register themselves and find out about services, so the interaction with the discovery component must be light-weight.</td>
</tr>
<tr>
<td>Storage</td>
<td>tinyDSM</td>
<td>Constrained devices need very light-weight storage</td>
</tr>
<tr>
<td>Device Management</td>
<td>Smartdata Provider Management</td>
<td>Enables to create, modify or delete providers. All devices, constrained or not constrainer, must be registered in order to send data to the platform.</td>
</tr>
<tr>
<td>Access Control</td>
<td>DCapBAC, XACML/JSON, Smartdata Id management, Smartdata User management</td>
<td>Constrained devices require light-weight and distributed mechanism to control the access of their services and resources. Smartdata Id management incorporates components to provide Access control to constrained and non-constrained devices.</td>
</tr>
<tr>
<td>Authentication</td>
<td>Distributed Kerberos, Smartdata Id management, Smartdata User management</td>
<td>Kerberos tokens do not require public-key cryptography and can be processed on restricted nodes. All entities must be authenticated in order to access the platform. Smartdata Id management incorporates components to provide Access control to constrained and non-constrained devices.</td>
</tr>
<tr>
<td>Driver</td>
<td>Smartdata Drivers/NA</td>
<td>As many devices and protocols can be used in order to communicate with the platform, a driver is needed to translate the information to a well-known language in order to guarantee its persistence.</td>
</tr>
<tr>
<td>Routing</td>
<td>Smartdata Ctx Management</td>
<td>A routing mechanism that moves the messages from the module that receives it to the module that consumes the message.</td>
</tr>
<tr>
<td>Information Processing</td>
<td>Smartdata SE/App</td>
<td>Processing the information from the application raw messages in order to provide relevant context for the applications.</td>
</tr>
</tbody>
</table>

Figure 4.3 Components for constrained devices scenario

phones, and there is some infrastructure. There may be higher security requirements, e.g. a requirement for device attestation. An example for such scenario could be a medical home care application, where a smaller number of sensors and actuators are deployed and it is important that information is secured and tampering with devices does not go undetected. Figure 4.4 shows a number of high-level functionalities required in this scenario. For each of these, the selected SMARTIE components and libraries are provided, together with an explanation why they have been selected.
### High-level functionality | Components and libraries | Explanation
--- | --- | ---
Communication | Off-the-shelf secure communication, e.g. CoAP | Envisioned devices can handle suitable cryptographic primitives and protocols.

Discovery | Resource Directory | Resource-level registrations suitable for IoT Services, a secure database as provided by the Resource Directory requires some infrastructure.

Device Attestation | IMASC | Non-constrained devices can support device attestation.

Device Management | Smartdata Provider Management | Enables to create, modify or delete providers. All devices, constrained or not constrained, must be registered in order to send data to the platform.

Access Control | DCapBAC, XACML/JSON, Smartdata Id management, Smartdata user management | Non-constrained devices can support distributed access control. Smartdata Id management incorporates components to provide Access control to constrained and non-constrained devices.

Authentication | Smartdata Id management, Smartdata user management | All entities must be authenticated in order to access the platform. Smartdata Id management incorporates components to provide authentication to constrained and non-constrained devices.

Driver | Driver/NA | As many devices and protocols can be used in order to communicate with the platform, a driver is needed to translate the information to a well-known language in order to guarantee its persistence.

Routing | Smartdata Ctx Management | A routing mechanism that moves the messages from the module that receives it to the module that consumes the message.

Information Processing | Smartdata SE/App | Processing the information from the application raw messages in order to provide relevant context for the applications.

Location Services | PrivLoc | If the device has a GPS or similar sensor for locating itself, it can encrypt the location using PrivLoc for processing the data in the cloud.

---

**Figure 4.4 Components for non-constrained IoT Services scenario**

### 4.4.9.3 Large-scale IoT Deployment with VE level services

This scenario is characterized as a large-scale IoT scenario with a strong infrastructure. A higher abstraction level is supported that allows discovering and querying information on a VE level, e.g. request information like the occupancy of a room or the power consumption of a building instead of requesting the measured value of sensor A. Processing of information is required as aggregated results are requested and there are different players involved. Processing can be done on different nodes, including sensor nodes, gateways, special servers or the cloud, but there may be...
Engineering secure Internet of Things systems

<table>
<thead>
<tr>
<th>High-level Functionality</th>
<th>Components and Libraries</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>Off-the-shelf</td>
<td>No constraints, so existing secure communication can be used.</td>
</tr>
<tr>
<td>Discovery</td>
<td>IoT-Broker, Configuration Management</td>
<td>Configuration Management supports registration, look-up and discovery of VE-level services with geographic scopes; IoT Broker provides point of access for applications accessing information.</td>
</tr>
<tr>
<td>Processing</td>
<td>Processing Flow Optimization</td>
<td>Optimization of where processing takes place and how information flows through system, takes into account security constraints, e.g. trust level, availability of cryptographic keys.</td>
</tr>
<tr>
<td>Authentication</td>
<td>Smartdata Id management</td>
<td>All entities must be authenticated in order to access the platform. Smartdata Id management incorporates components to provide authentication for virtual entities.</td>
</tr>
<tr>
<td>Event detection</td>
<td>Event detection and data correlation</td>
<td>Event-detection or data correlation on encrypted data must be set-up on large processing nodes, e.g. in a cloud infrastructure. Sensors or their virtual representation will encrypt the data.</td>
</tr>
</tbody>
</table>

Figure 4.5 Components for large-scale IoT Deployment with VE level services scenario

different trust levels, which has to be taken into account for selecting appropriate nodes for processing. An example for such a scenario could be a smart city scenario with the city itself, an energy provider, a public transport company, etc. Figure 4.5 shows a number of high-level functionalities required in this scenario. For each of these, the selected SMARTIE components and libraries are provided, together with an explanation why they have been selected.

4.5 SMARTIE scenarios for IoT-enabled smart cities

There are several scenarios that in SMARTIE are used to represent typical use cases in which the use of IoT things would improve the current use of assets, resources and the performance of sensitive tasks.

4.5.1 Smart energy management

The goal of this use case is to provide a reference system able to manage intelligently the energy use in buildings, allowing a full control on the access to information and communications security. Energy efficiency in buildings requires the interaction between a number of actors and entities providing energy monitoring and consumption feedback, using automation systems, sensors and actuators, and carrying out economic strategies to save energy. In order to cover such requirements at city level,
it is necessary to provide a common platform which lets users to be informed about energy use aspects, as well as the interaction with the system to define specific strategies for saving energy or control their own devices that are integrated in the platform. In this scenario, SMARTIE security components are responsible for controlling the access to the devices and information related to energy management. In particular, this is built on top of an identity management scheme, in order to control which entities can access what information and under what circumstances. The integration of these mechanisms with other intrusion detection techniques will help to detect misuse or abuse of the information that is required for this use case.

The pilot will be set in the Region of Murcia (Spain), where different city facilities will be monitored and managed by the SMARTIE platform to deal with energy efficiency at city level. Murcia already has several target facilities that can be considered as relevant to deal with energy consumption aspects, due to their contribution to the energy consumption at city level. Among others, public facilities such as schools, hospitals and public buildings are being monitored in term of their energy usage behaviour. Therefore, energy consumption levels associated to different city subsystems can be provided to become citizen and government aware about this aspect. Besides, strategies to save energy in such facilities can be defined, as well as future plans to improve energy efficiency in cities.

4.5.2 Public transport scenario

The system proposed in this Use Case aims to improve the management of the public transportation network in the city of Novi Sad (Serbia) starting from the Public City Bus Transport Network. The resulting scenario is intended to promote and encourage use of sustainable transport modes, saving costs and time to travellers. The pilot to be set will be based on enabling smart transport options for users of a public transport focusing initially on two routes within a city public bus transport network operated by a local transport company JGSP. Bus stops covering the two routes will be equipped with Augmented Reality (AR) markers in the form of an image (e.g. logo or QR code). Furthermore, fleet management devices will be placed on the appropriate buses, in order to track their location in real time. Users (travellers) will be able to use their smart phones, a dedicated application, and the AR marker at the bus stop, to find out the bus arrival time, as well as to request information about the best route to a certain destination depending on their criteria.

In this scenario, data generated by the fleet management devices are owned by the public transportation company, and the access to this data should be restricted to only authorized users. Furthermore, citizens will be generating private data to indicate the Global Positioning System (GPS) location, as well as their travel plans. This data will be stored within the cloud infrastructure and they should be also treated as sensitive information. Therefore, the access should not be made publicly available. Moreover, it should be prevented that any unauthorized fleet management device is connected to the system. Consequently, it is necessary to establish access control policies for citizens and fleet management connecting to the back-end cloud platform. Any communication within the system must be made secure using the appropriate methods,
by taking into the account different layers within the system’s architectural stack. In particular, security mechanisms should be able to address this issue whether operating on the powerful cloud back-end infrastructure, less powerful mobile phone platforms or resource-constrained devices. The system infrastructure will address and prevent any potential threat at different levels of the system by using the SMARTIE platform and solutions.

4.5.3 Traffic management scenario

One of the main future challenges for urban administrations will be the management of the constantly increasing amount of urban traffic, especially in the metropolitan areas. In nearly every larger town in the world, congestion situations affecting large areas of the inner city are a daily occurrence. This is not even problematic because of the higher amount of noise and pollution caused by the traffic. It also causes higher transport costs to the communities and decreases traffic safety considerably. The aim of this use case is to use the SMARTIE platform and solutions to improve the traffic situation, information level of the road user and traffic safety. Therefore, the existing traffic infrastructure in a region must be combined with the SMARTIE platform.

This scenario will enable the traffic management authorities to join different traffic data sources and actuators to improve traffic flow and traffic safety in the relevant area. Parts of this use case will flow into a pilot system in the city of Frankfurt Oder (Germany). In this case, the application of SMARTIE security foundations is crucial to ensure traffic data is coming from legitimate devices. Intrusion detection mechanisms and sophisticated encryption schemes (e.g. CP-ABE or SPACE) could be applied to control how location information is disseminated. The pilot will show the possibilities of the SMARTIE platform with a special attention to emergency situations. Therefore, the existing traffic infrastructure of Frankfurt will be especially considered in this use case description. The Traffic Green system is in operation in the city for over 10 years now. So the most important goal of this use case is to connect different independent systems, like the ones mentioned here via the SMARTIE platform to avoid abnormal traffic situations or dissolve them quickest possible if they have emerged.

4.5.4 City information centre scenario

The idea of a smart city information centre is to gather all the information about a city and provide access to it on a suitable abstraction level. The purpose is to give the responsible people a quick overview of what is going on in the city and whether there are issues that require attention, possibly indicating a level of urgency. To achieve this, suitable visualizations of the information are needed with the possibility to increase the granularity, i.e. to zoom into a problem area. The thematic dimensions that could be included are traffic, public transport and energy production consumption as covered by the SMARTIE use cases, and others. To understand the situation and how it develops, single data points showing the current situation are not sufficient, but the data needs to cover the spatial and temporal dimensions.
The smart city information centre can serve as the basis for all departments that need to keep an overview of what is going on in the city. As the result of privatization, this may also include companies that have taken over certain public services. The overall information provided goes beyond what would be available through the information sources of a single city department or company, e.g. for the traffic case additional information related to the cause of the problem like movement of crowds, flooding or a fire, could be highly relevant. In this case, SMARTIE security components will be in charge of the security and privacy-preserving mechanisms for data dissemination through the information centre. It will be based on different techniques for encryption (i.e. CP-ABE and SPACE), as well as the integration with authentication components (i.e. Distributed Kerberos) and DCapBAC (together XACML) for authorization. Finally, the city information centre can be used as a basis for coordinating activities of different agencies, e.g. the fire brigade and traffic management in the case of fires or floods. Having different thematic aspects accessible in the same place allows the automatic correlation of different information and creating alerts when a critical situation is detected. This could be especially relevant for an area like public safety.

4.6 Discussion

The idea of the IoT brings new challenges regarding security, privacy and trust. In the envisioned IoT-enabled Smart Cities, the potential challenges for a secure and privacy-preserving ecosystem need to be addressed by innovative mechanisms, in order to encourage the adoption of IoT services by citizens. The realization of this view requires multidisciplinary approaches that are able to cope with the needs of citizens, as well as the inherent features of IoT devices and platforms composing such scenarios. In this sense, the components of the EC-funded SMARTIE project provide a set of innovations and enhancements to address such challenges through their deployment on different real-world scenarios. SMARTIE architecture is based on the ARM from IoT-A, by instantiating the different FGs through technologies and protocols that are specifically intended to be deployed on IoT scenarios. Specifically, SMARTIE defines a set of security and privacy technologies that are embedded into the Security Functional Group. Such procedures are being implemented and deployed in different cities under the umbrella of different use cases, which are intended to demonstrate the feasibility of them. The resulting instantiated architecture from ARM represents a significant step forward to foster the development of secure and privacy-aware services in the context of the future Smarter Cities.
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Chapter 5

Model-based security engineering for the Internet of Things

Ricardo Neisse, Gary Steri, Igor Nai Fovino, Gianmarco Baldini, and Lodewijk van Hoesel

Summary

We propose in this chapter a Model-based Security Toolkit (SecKit) and methodology to address the control and protection of user data in the deployment of the Internet of Things (IoT). This toolkit takes a more general approach for security engineering including risk analysis, establishment of aspect-specific trust relationships, and enforceable security policies. We describe the integrated metamodels used in the toolkit and the accompanying security engineering methodology for IoT systems using these metamodels. We validate our approach through a case study of a real-world supply chain scenario where sensors are used to monitor the temperature and control environmental conditions of the transported goods. The toolkit is applied in the design of this case study, analysis of risks, and specification of security policy rules following the steps of our methodology. Finally, we also show how the specified security policies are enforced using technology-specific policy enforcement points.

5.1 Introduction

The control and protection of user data is a very important aspect in the design and deployment of the Internet of Things (IoT). This aspect is highlighted by the European Union data protection legislation, which states that privacy is a fundamental right that should be addressed. The heterogeneity of the IoT technologies, the number of the participating devices and systems, and the different types of users and roles create important challenges in the IoT context. In particular, requirements of scalability, interoperability, security, and privacy are difficult to address even with the considerable amount of existing work both in the research and standardization community.

In this chapter, we describe a Model-based Security Toolkit, named SecKit, which is integrated in a management framework for IoT devices [18, 20]. The main characteristic of the SecKit is a more general enterprise architecture approach for security engineering in IoT systems considering risk analysis, trust management, and security
policy management. After the specification of the system models, a risk analysis using threat scenarios is performed, which leads to the design of countermeasures using security policy rule templates or establishment of trust relationships needed to mitigate the risks. From a policy management perspective, the SecKit supports specification, evaluation, and enforcement of security policies using an expressive policy language, efficient policy evaluation algorithm, and a distributed policy enforcement architecture [19]. Our main contribution is a description of the integrated SecKit metamodels, focusing on a security engineering methodology for IoT systems using these metamodels.

The SecKit has been developed in the context of the iCore Project [31], which has the goal of addressing the complexity and heterogeneity of different objects and technologies while maximizing the exploitation and provision of IoT objects and their services. The iCore Project proposes the abstraction of IoT using the Service concept, which is further refined in Composite Virtual Objects (CVOs) and Virtual Objects (VOs). A VO is a virtual representation of any Real-World Object (RWO) or digital object. A car, for example, can be represented as a CVO consisting of an engine, various sensors, and a communication system, which are all represented by VOs. Finally, a complete system or device can provide access to their capabilities, which are represented by a Service. This framework is related to concepts already proposed by other paradigms like the Service-Oriented Architecture and Object-Oriented databases.

We validate the SecKit metamodels, components, and methodology through a case study of a real-world supply chain scenario. The main objective of this scenario is to observe products in a supply chain by means of sensors (either attached to the products or statically fitted in warehouses or transport vehicles), detect anomalies (e.g., temperature) and provide feedback on the product conditions, or even adapt the environmental conditions (e.g., adjust temperature). Privacy and trust mechanisms are needed to allow/prevent data sharing across companies/stakeholders including support of different levels of access to data. For example, the product owner must be able to access information of his own products, but should not be allowed to access to information about other items in a warehouse or transport vehicles.

The enforcement of security policy rules is done using the SecKit runtime components, which are applied at the VO level to prevent the monitored information from being accessed by unauthorized entities. The SecKit intercepts transparently the messages exchanged with VOs at technology-specific implementation layer (Message Queue Telemetry Transport – MQTT) and enforces the security policies specified by the iCore system operator or by users. From a security enforcement perspective, we use a Policy Enforcement Point (PEP) deployed in the MQTT broker, which is a widely adopted technology to enable the communication between IoT devices by the academia and industry. The PEP sends event notifications to the Policy Decision Point (PDP), which is the component responsible for the evaluation of the security policy rules.

The remaining of this chapter is structured as follows. Section 5.2 describes the related work. Section 5.3 presents the iCore IoT framework. Section 5.4 describes the SecKit methodology steps and the elements defined in each of the steps. Section 5.5 illustrates the smart business case study, which is used in Section 5.6 to present the
SecKit methodology for security engineering. Section 5.7 concludes this chapter with a summary of our approach, a discussion on our results, and future directions.

5.2 Related work

After having analyzed existing approaches for security and privacy in IoT platforms, we have not found any holistic approach similar to the SecKit that considers in an integrated way of identities, context, risk, trust, and complex policy rules. Therefore, we present, in this section, existing approaches for trust management of IoT scenarios and for specification and enforcement of security policies in IoT and Body Area Networks (BAN) that are not as comprehensive as the SecKit.

The approaches that more similarly to ours consider the problem of IoT security and privacy in a global way, even if more oriented to the Machine-to-Machine (M2M) definition, are the standardization attempts proposed by the Open Mobile Alliance (OMA) and by the European Telecommunications Standards Institute (ETSI) Technical Committee for M2M. The lightweight M2M (LWM2M) protocol by OMA is designed for the remote control of M2M devices and applications. Like our toolkit, LWM2M addresses the problem related to access control but without the specification of complex policies and making extensive use of cryptography. In addition, it supports Digital Rights Management (DRM) [22, 8].

Similarly, ETSI proposes an architecture for M2M applications where message integrity and authentication of both messages and users are the main addressed problems [28, 29], resulting in simple access control mechanism if compared to our solution that, besides specification of complex rules through a policy language, supports also context changes.

The basic motivation behind the need of new approaches for IoT security is the limits shown by traditional mechanisms like ABAC (Attribute-based access control) and RBAC (Role-based access control), not scalable enough for IoT scenarios where a huge amount of data are processed and exchanged. Those limits are described already in Reference 5, where a Capability-based access control (CapBAC) is proposed. Although this solution supports rights delegation and customizable access rules, our toolkit provides also policies specification. Hernández-Ramos et al. [7] build up on the capability-based approach and propose a distributed version using capability tokens for CoAP Resources signed with the Elliptic Curve Digital Signature Algorithm (ECDSA) in order to ensure end-to-end authentication, integrity and non-repudiation. This solution allows IoT devices to take policy decisions without contacting a central PDP component, which is sufficient with policies that do not require external information. The authors also show a solution where a central PDP component is used to support context-based policies but no details are presented about the language and structure of these policies. Considering that, in order to prevent unauthorized access, revocation of tokens is needed in the capability-based solutions, the IoT devices always have to contact a revocation authority to verify if tokens are still valid. Furthermore, policies with complex context-based or trust-based conditions would require more processing power from IoT devices and queries to external information.
(e.g., context managers) in order to decide if the access should be allowed or not. A subset of our policy language with simple conditions and improved expressiveness could be used in capability tokens still with the benefit of allowing delays and modifications in addition to allow or deny access to an IoT device. An important result of this work is the performance analysis in very constrained devices with respect to the use of ECDSA.

The examples above show the importance of rule-based languages for security of IoT platforms. An existing applicable option is also the eXtensible Access Control Markup Language (XACML) policy language [26], which supports authorization request and response messages using attribute assertion operators. These operators are only propositional, while our toolkit supports also temporal and cardinality operators, thus allowing for the creation of policies not expressible with XACML.

A policy language more similar to ours is proposed, in the context of BAN, by Keoh et al. [12], who provide an implementation of a PDP component for the Ponder2 policy language in the TinyOS platform. From a point of view of the expressiveness language, Ponder2 supports Event–Condition–Action (ECA) rules with simple propositional conditions without support for context-based, trust-based, temporal, and cardinality operators. The authors present performance results for policy evaluation in the order of 50 ms for simple policies with one event and a simple action without taking into consideration the distribution of components. Our performance results are not comparable, since our policy language is more expressive and we consider the distribution of PEPs and PDPs, without evaluating policies directly in the constrained IoT devices.

Apart from access control and policy language, a crucial problem in IoT security is the level of trust users have in the system. Trusting a system means expecting a correct and fair behavior from it, and this expectancy comes directly from the reputation of the system itself, which is determined by all the users. The solutions proposed in the literature are basically inspired by some mechanisms originally designed for peer-to-peer and grid systems, where the problems of trust and reputation were faced already many years ago basically with the use of trust ratings, risk evaluation, and short-term behavior prediction [27, 13]. Later on, concepts also originally developed for semantic web and based on ontologies to find application in IoT [6], even if mainly targeted to the general problems of heterogeneity and scalability. Starting from all these concepts, the solutions for IoT add emphasis also on other important aspects like, for example, the social interaction, as proposed in Reference 1. Here, IoT devices are considered human operated, so the social aspect is central and the trust evaluation is based on properties like honesty, cooperativeness, and community interest. Social interactions trigger events in the trust management protocol, which analyses both direct observations and indirect recommendations. Although trust evaluation is performed by each node only on devices of its interest, the results show that the effectiveness of the protocol, tested on a trust-based service composition application, is comparable to protocols with global knowledge.

Other trust management proposals do not consider the problem in an integrated way, that is, there is no strong link with the model of the system. For example, in Reference 33, the association between trust relationship and devices in the system is
unclear, making difficult to determine the influence of the first one on activities of a real scenario. Our toolkit does not address specific challenges alone, as done with the ontologies-based approaches, but it is characterized by a strong association between trust and system models along with the integration of a security policy language.

5.3 IoT framework

The work proposed in this chapter derives from the iCore Project [31], where Services in the IoT framework are refined into CVOs and VOs, which are digital representations of RWO. A complex object such as a Smart Home can be represented as a CVO consisting of a set of VOs corresponding to sensors (e.g., temperature and movement) and a communication system (e.g., Wi-Fi network). The resulting complete IoT system consisting of CVOs and VOs provides access to its capabilities by means of Services.

Figure 5.1 presents a high-level overview of the iCore Framework layers and security management components, for a detailed overview we refer the reader to Reference 20. An user, which includes both a human being and an application, can initiate a request to the iCore Framework through a Service Request (at the top left of Figure 5.1), which is analyzed and semantically interpreted in the service layer of the iCore Framework using an SPARQL query [32]. On the basis of the profile of the user and preferences, the iCore Framework selects, using a semantic query, the appropriate Service, CVOs and VOs to fulfill the request. The selection is based on the current status of the Real-World Knowledge (RWK) as well as System Knowledge (SK) databases, which are dynamically adapted. The RWK maps the current status of the real world, while the SK is updated with the internal status and resources of the iCore Framework.

Services, CVOs or VOs are instantiated using predefined templates that provide semantically the best match to the requests by the user. The VO and CVO layers follow a common pattern: a factory component instantiates CVOs and VOs from templates, and a management unit updates the registry with information about existing instances that run in a container. The container components in the respective layers are the execution environment of CVOs and VOs. The physical layer consists of the
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RWO themselves with custom gateway components that act as wrappers of the RWO functionality for integration in the iCore Framework.

The Security Management layer consists of the cross-layer components provided by the SecKit for authentication and security policy evaluation, which are integrated in the iCore Framework. The Identity Provider component is responsible to authenticate users to access the framework, which can be achieved using different technical solutions. The specification of policies referencing identities is done using an abstract identity design model that can be mapped to the specific technical choice.

The Policy Repository stores the defined security policies and templates specified by a Security Expert. The PDP is in charge of verifying the conformance of the requested Services, CVOs, and VOs activities with respect to the instantiated policy rule templates retrieved from the Policy Repository. The evaluation of the policies is done using events signaled by the PEPs deployed at the different layers of the iCore Framework. The PDP receives the events from the PEPs, checks if the active policy rule instances are triggered, and returns enforcement actions to the PEPs.

5.4 Methodology for security engineering in IoT

In this section, we describe a model-based methodology for security engineering in IoT systems, which is supported by a toolkit named the Model-based Security Toolkit (SecKit). The main objective of our approach is to address the IoT challenges for security and privacy, more specifically addressing the challenges of support for dynamic context, trust management, digital divide, control of the data flow from IoT devices, control of actions of IoT actuators, and anonymization of data. A more extensive description of these challenges is described in Reference 20.

In a world where IoT objects are more and more interacting and exchanging data, it is extremely important to be able to define and impose “rules of conduct” through mechanisms allowing to identify the most suitable security policies to be applied in a given scenario, to define the level of trust of the counterpart, and to regulate the information flows. The SecKit aims at achieving these objectives supporting integrated policy specification and enforcement at the Service, CVO, and VO layers of the iCore Framework. The SecKit foundation is a collection of metamodels that provides the basis for security engineering tooling, add-ons, runtime components, and extensions to address security, data protection, trust, and privacy requirements.

In contrast to other approaches, the SecKit precisely specifies the relation between the security concepts and other security-relevant system concepts. Furthermore, the SecKit metamodels can be used as an abstract reference for conceptual agreements between different domains contributing to the interoperability alignment between them. The defined metamodels include Data, Time, Identity, Role, Context, Structure, Behavior, Risk, Trust, and Rule metamodels implemented using the Eclipse Modeling Framework (EMF) [3] to support the specification of types, instantiations, and instances of the various concepts.
The following lists summarizes the steps of our methodology for security engineering in IoT systems and the respective models and issues analyzed in each step:

1. **Structure and behavior**: the structural model specifies the entities and interaction point mechanisms between these entities representing the communication mechanisms. Each entity defined in the structural model is assigned a behavior, specifying the activities consisting of actions and interactions between entities.

2. **Data and identities**: activities in the behavior model define the data instances established by them and identities used for authentication. Types of each data and identity instantiation must be defined in this step.

3. **Business roles**: specify role types and role hierarchy with subtypes.

4. **Context information and situations**: specifies context information, context situations, and Quality-of-Context attributes.

5. **Risk analysis**: specifies assets, vulnerabilities, threats, risk, and countermeasures mapped to trust relationships or security policy rules.

6. **Trust relationships**: specifies trust relationships related to specific trust aspects representing dependencies with external stakeholders.

7. **Security policy rules**: specifies abstract ECA rule templates and configurations that instantiate the rule templates when specific conditions are satisfied. Additionally, in this step, the different technologies used in the system and the strategy for implementation of enforcement monitors and the required levels of abstraction should be identified.

SecKit can be used to specify and enforce policy rules for anonymization, confidentiality, data retention (e.g., delete data in 30 days), user consent, access control, non-repudiation, and trust management. The policy rules in SecKit, consisting of authorizations and obligations, are specified as ECA enforcement rules. These rules use as a reference set of inter-related *design models*, conforming to their respective metamodels, representing the different aspects of the IoT system. These design models are used as input by the runtime models and components in the SecKit enforcement platform, enabling monitoring of ECA rules and execution of enforcement behavior.

The association of the ECA rules with these design models allows for checking of policy consistency with respect to the IoT system design models and the precise identification of PEPs. All the metamodels introduced in the following subsections are connected to the policy rule language described in the last subsection by means of events, event patterns, and specific pattern matching operators. In the following subsections, we describe each step of our methodology including the dependencies between the models and important issues that should be considered during each step. Screenshots of the SecKit Graphical User Interface (GUI) implementation for all the different models are presented in the case study in Section 5.6.

### 5.4.1 Structure and behavior models

The SecKit structure and behavior metamodels are inspired by an existing generic design language to represent the architecture of a distributed system across application
domains and successive levels of abstraction called Interaction System Design Language (ISDL) [24]. The system design in ISDL is divided into two domains named entity domain and behavior domain, with an assignment relation between entities and behaviors.

In the entity domain, the designer specifies entities and interaction points between entities representing the communication mechanisms. In the behavior domain, the behavior of each of the entities is detailed including actions, interactions, causality relations, and information attributes. The idea behind the SecKit models inspired by ISDL is to provide a minimal set of concepts that supports the design of the IoT Services, CVOs, and VOs from the iCore Framework described in Section 5.3. Furthermore, one important feature of ISDL that justifies our choice for this language is the support for refinement relations, which has been applied in previous work to support the automated refinement of security policy rules [17].

Figure 5.2 shows an example structure and behavior design models at one arbitrary abstraction level. In this example, the Temperature Sensor entity interacts with the WirelessSensorGateway through an Interaction Point. The interaction type and the information exchanged are depicted in the behavior model, which in this example is the Access Temperature interaction, which exchanges the temperature measurement ($t$). The contribution of each behavior type to the interaction is depicted by a half circle representing the role of each behavior in the interaction, in this example the roles are sensor and gw, respectively.

Figure 5.3 illustrates the mapping of VOs, CVOs, and Services to behavior types and instantiations. VOs are mapped to monolithic behaviors while CVOs are mapped to composite behaviors that contain other behavior instantiations, which could be a VO or recursively another CVO as well. In the two Service Layer users, which may be human users or other IoT systems, access the CVO functionalities through service interactions.

In our behavior metamodel, we define the possible activity types (actions and interactions), instantiations, and instances. Activities are data consumers and producers that are enabled to be executed by means of causality relations. Here, we consider
only the specification of behaviors and activities that are relevant for specification of security policy rules.

An interaction type is defined with a name, a set of interaction contribution types, a set of data instantiations, and a set of identity instantiations representing the values established after an occurrence of an interaction instance of this type. We also define interaction instantiations contained in behavior types at design time, and interaction instances contained in behavior instances at runtime. An interaction contribution type specifies a behavior role and a set of data and identity instantiation names that are the input of the specific role for the interaction type they participate in. For example, in Figure 5.2, the Smart Home Behavior assumes the home role and contributes with the hr data to the Access Heart Rate interaction. Interaction types can be mapped to service specifications, where typical roles are providers and consumers. However, in our model, abstract interactions may define more than two roles in an interaction.

Interaction contribution types are instantiated by behavior types and behavior instantiations. Interaction contribution instantiations of a behavior type define possible contributions of a type that are instantiated for all instantiations of the specific behavior type. An interaction instantiation connects two or more interaction contribution instantiations to define a concrete interaction possibility between behaviors. In our policy rule language, we define activity events and event patterns that match activities defined in the behavior model, and may also include patterns to match the data and identity produced by the activity. For example, a security policy rule can be specified to deny all network interactions of a specific behavior instance when there is a possibility that personal data may be exchanged.

In addition to interaction instantiations, behavior types also specify the contained action instantiations, flow point instantiations, and the causality relations.
between them. Even though we include in our metamodels the causality relations are not needed to support the specification of policy rules. Causality relations are useful to generate executable behavior specifications, for simulation of behavior execution, and to support information flow analysis, which is part of our future work.

The security policy rules proposed by us are evaluated considering events that represent the execution of activities defined in our behavior model. In order to support the specification of these policy rules, we define behavior and activity pattern matching relations. Interaction patterns match an interaction of a specific instantiation, type, and that establish specific data and identity results. In addition, an interaction can also be matched considering the pattern of interaction contributions participating in the interaction. For example, a privacy protection policy rule can be defined to deny a data request interaction (type) defined between a weather station and a cloud service (instantiation) if the identity of the station owner is provided by the weather station (contribution).

In the matching of entities and behaviors, we also allow the use of trust relationship patterns, introduced in Section 5.4.6. Patterns can be specified using the typed any wildcard to match all behavior types, instantiations, and instances. This flexibility in our pattern matching approach allows policy rules to be specified that apply to all interactions contained in an IoT system, where a specific smart home interacts with any other entity. Examples of the structure and behavior design model GUI are shown in our case study in Section 5.5.

5.4.2 Data and identities

After specifying the entities and the respective behaviors and activities the data types used should be also specified. Activities in the behavior model declare named instantiations of the data types at design time, while data instances are created at runtime. The set of data types is partitioned in primitive types, defined using the primitive data types of EMF, and composite data types. Both composite and primitive data types are defined in the context of a data type package.

Composite data types define attributes of a primitive data type but may also refer recursively other composite data types. Composite types may also be defined as a subtype of other composite types. Therefore, we also include a constraint to forbid a composite type to be indirectly a subclass of itself, which is in alignment with the specifications of the EMF metamodel.

In our security policy rule language patterns can be specified in policy rules to match data instances at runtime in the rule conditions. Patterns may include variables in order to enable configurable security policy rule templates. Our strategy is to define named variable declaration that can be used in place of the respective type in the pattern specification. We follow the same strategy in the specification of patterns for identities, context situations, roles, structural, and behavioral elements. We also support in our implementation the interpretation of data values as regular expressions, XPath expressions, or static literal patterns. We allow the specification of data patterns that match more than one data instance using the reserved typed wildcard any for data type and instantiation names.
In our metamodel, we relate data instantiations and data instances with a set of data concepts. An ontology of data concepts is useful in the specification of abstract security policy rules that apply to a concept independently of the system activity that handles the data. The definition of a data ontology, tracking static information flow analysis at design time, and dynamic information flow tracking at runtime are out of the scope of this chapter.

Data types are instantiated in the specification of identity types, context information types, and activity types to represent their data input and output. The data model also supports inheritance, which enables specification of security policy rules for abstract data types. For example, an enforcement template defined for the PersonProfile is also applicable for a SocialNetworkProfile if the latter is a subtype of the former. Data types can be imported from an ECore model specified using the standard Eclipse EMF tooling.

The identity model specifies the identity types and their respective identity attributes. Our model abstracts from specific technical details of the adopted identity management solutions, it only provides a high-level description of the identity types and attributes that can be used in the specification of security policy rules. Our model of identity types follow a simple attribute-based approach, where the subject name and identity attributes are part of the data instantiation set.

An identity type is defined by a name, a mandatory subject name of the string type, and a set of identity attribute declarations. Identity instantiations are used in conjunction with data instantiations to model the results of activities in the behavior model. An identity instance includes an identifier of the identity and one of the identity issuer, allowing for self-signed and third party certified identities.

Identity patterns are also supported for both types of identities in our security policy rule language. An identity instance matches an identity pattern if the instantiation is a match, if the subject is a match, and if all the attributes are a match for the pattern. Furthermore, for certified identity patterns the identity issuer may also be matched. Similar to data patterns, we support the specification of identity patterns that match more than one identity type, using the any wildcard for identity type and instantiation names.

### 5.4.3 Business roles

The role model specifies the role types and the role hierarchy with a possible inheritance of membership from role types. Identities are assigned to role types and a sub-role relation maps a role type to a parent role, with the added constraint to prevent cycles in the role hierarchy definition. A role pattern is trivially the specification of a type that should match a specific role, or indirectly a parent role, and an identity pattern that should be contained in the matching role type hierarchy.

In our security policy rule language role patterns can be specified in policy rules to match role membership at runtime in the rule conditions. A role pattern can be used to allow or deny the execution of an activity depending on the assigned role. For example, Doctor and Nurse are both sub-roles of the HealthProfessional role, where entities assigned to the child roles are also members of the parent role.
The assignment of identities to role types is done in the runtime model specification in the SecKit.

### 5.4.4 Context information and situations

A Context Information is a simple type of information about one entity that is acquired at a particular moment in time, and Context Situation is a complex type that models a specific condition that begins and finishes at specific moments in time [2]. For example, the Global Positioning System (GPS) location is an example of a context information type, while Fever and In One Kilometer Range are examples of situations where a patient has a temperature above 37 °C, or a target entity has a set of nearby entities not further than 1 km away. Patient and target entity are the roles of the different entities in that specific situation.

A context information type is defined as a mapping from a name to a data instantiation. A context situation type is defined as a mapping from a name to a set of situation role names. We allow in our security policy rule language situation events and situation event patterns to detect the beginning and end of a context situation. In our trust model, we define the personal and situational trust types that specify trust relationships valid for a set of entities in a specific situation. With our context metamodel, we address the challenge Support for Dynamic Context identified in the list of challenges introduced in Section 5.4.

### 5.4.5 Risk analysis

In the SecKit methodology, trust relationships and security policy rules are motivated by a risk model that clarifies the concrete known harm of using IoT systems. The risk model should be specific, clear, and well understood by the IoT system users. Our risk modeling approach is an extension of the CORAS methodology for risk assessment [14].

The main element of the risk model is a Threat Scenario, which depicts with a level of probability how threats can cause incidents by means of exploiting existing vulnerabilities. Incidents have negative consequences on assets owned by stakeholders with a level of severity, for example, the result of a leak of presence information may trigger a privacy violation. The resulting risk calculation of a threat scenario is done considering the probability versus the severity of the negative consequences caused by the resulting incidents. One threat scenario may enable other contained threat scenarios to happen, given that additional vulnerabilities are present. IoT system users can maintain a history of incidents and exchange information with respect to occurrence of threat scenarios enabling empirical statistical analysis of risks.

Threats, assets, and vulnerabilities are associated with the system elements defined in the behavior and entity models and are not specified in isolation. This association provides traceability of risks, supports structured analysis, and allows more concrete countermeasures to be adopted. Each IoT system user may decide to adopt the indicated countermeasures if the risk level is above a certain personal
threshold. Countermeasures in the risk model can be associated with a set of rule templates that can be deployed and enforced to detect and react or prevent the threat scenario from happening. A second choice is to associate a countermeasure with a rule template that evaluates a minimum required level of trust in a certain entity that reduces the probability of the specific threat scenario happening.

For example, a threat scenario could be specified for an IoT device in a smart home that allows external entities deliberate access to information, and, as a consequence, these entities can infer if the homeowner is at home or not. This threat scenario enables a second threat scenario where thieves rob the smart home when the owner is not at home. One possible countermeasure to mitigate the enabling threat scenario is to instantiate a security policy rule template that control external access to the IoT device. More abstract countermeasures can also be specified, for example, to deploy an effective alarm system that prevents thieves from robbing the citizens’ home.

5.4.6 Trust relationships

In our trust model, we define trust as relationship between a **Trustor** and a **Trustee** [10]. We define trust as the measurement of the belief from a trusting party point of view (trustor) with respect to a trusted party (trustee) focused on a specific trust aspect that possibly implies a benefit or a risk [21]. For example, Bob (Trustor) may trust to a high degree (measurement) his friend Alice (Trustee) concerning its punctuality for appointments (trust aspect). The benefit or risk implication is only present when Bob accepts to depend on Alice for some activity and may be impaired by inaccuracies, for example, to depend on her to arrive on time for an important meeting. A trust relationship is defined from a trustor perspective (referenced using an identity) for a specific trustee scope, it has an abstract likelihood measurement, and it is defined for a specific trust aspect.

Our model supports the specification and reasoning about different types of trust relationships and recommendations. Trust relationships can be specified directly based on a trustor’s arbitrary opinion or considering previously observed positive/belief or negative/disbelief evidence about a specific trust aspect. Indirect trust is specified using the concept of fusion operators that combine a set of trust relationships that match a specific pattern. For example, a reputation trust value can be defined by a combination of recommendations from many entities or a community. Positive and negative evidence are translated for each trust aspect to an opinion using the formula illustrated in Reference 21 (p. 91).

Different likelihood measurement approaches can be adopted: in our methodology, we propose to use the Subjective Logic (SL) [11], which is a probabilistic logic capable of explicitly expressing uncertainty about the probability values. In SL, an opinion is represented by the belief ($b$), disbelief ($d$), and uncertainty ($u$) where $b + d + u = 1$. We adopt a discrete mapping of an SL opinion to a set of five trustworthiness values using the following semantics: when the uncertainty is lower than the belief/disbelief this represents a very trustworthy/untrustworthy opinion [21].
The objective of a trust aspect definition is to have a precise specification of what is the intended meaning of a trust relationship, including issues related to the provisioning of trust recommendations, structural, behavior, data, and identity qualities. The following list describes the meaning and example of the trust aspect subtypes:

- The **Recommendation Quality** aspect is associated to an entity to provide trust recommendations. For example, someone may be trusted to recommend a good car mechanic but not to recommend a restaurant.

- The **Structural Quality** aspect relates to properties of elements in the entity domain of our system model that are independent of the behavior like, for example, physical tamper resistance. This trust aspect is related to entity types (e.g., Weather Station) and interaction point types (e.g., Wi-Fi).

- The **Behavior Quality** aspect is the quality aspect of an entity behavior that can be specified considering the quality of the service (e.g., response time), experience (e.g., usability), or protection (e.g., privacy enforcement). This trust aspect is related to activity types (e.g., *Update firmware*) and interaction contribution roles (e.g., *manufacturer*).

- The **Data Quality** aspect is associated to the capability of an entity to provide data according to a specified quality level. In an IoT scenario, this can be associated to the precision of sensor information (e.g., temperature).

- The **Identity Quality** aspect is a specialized type of Data Quality trust related to the level of assurance (LoA) of the identities provided by an entity. This trust aspect is usually associated to identity providers and the quality of identity attributes used in the identities issued by them (e.g., attributes verified face-to-face).

Trust aspects may overlap when trust relationships are specified for data or identity provisioning services, which in this case are assigned, respectively, to data and identity quality trust aspects and the specified interaction type may be omitted. Some trust models associate trust relationships with an isolated or combined measurement of the concepts of honesty, credibility, reputation, usability, competence, fit for purpose, reliability, and quality [15, 25]. Our trust model captures precisely all these different concepts with the definition of the different trust types, recommendations, and trust aspects. With our trust metamodel, we address the challenge *Support for Trust Management* identified in the list of challenges introduced in Section 5.4.

From a methodological point of view, security engineers should analyze the interactions defined in the behavior model and identify dependencies considering the roles participating in each interaction type. Furthermore, in specific instantiations of the interaction types additional trust relationships may be included, for example, in specific interactions a bigger set of trust relationships may be necessary to ensure data quality, secure communication mechanisms, and so on. Trust relationships are then referenced in security policy rules using trust patterns in the specification of precise trust requirements that should be satisfied at runtime.

A trust pattern allows matching of trust relationships and recommendations in our security policy rules considering a specific trust aspect, degree, trustor, trustee
scope, time interval, and recommenders’ identities. Using this flexible model of combination of trust based on patterns, it is possible to infer derived trust relationships from different aspects: for example, privacy enforcement and identity provisioning trust could be combined in a more general service provisioning trust relationship. The trust patterns are evaluated considering the available trust relationships in the trust database.

Trust assessments are useful in our policy rule language to define conditions, for example, allowing a specific activity only if a minimum likelihood measurement is met. We define three assessment operators, namely exactly, atLeast, and atMost, which are evaluated by the evalTrust relation between a likelihood measurement and a trust query. Trust queries are evaluated using the query relation, using the previously defined pattern matching relations for trust relationships and recommendations, consider the trust relationships from one trustor point of view or the trust recommendations received from other trustors’ point of views. We only support one concrete example of a fusion operator in our policy rule language, the Consensus trust query element, which is mapped to the SL consensus operator [11] and implemented in the SL API [23]. The result of this operator is increased uncertainty if the combined likelihood measurement values in the received trust recommendations contradict each other.

5.4.7 Security policy rules

The specification of policy rules in SecKit is done using policy rule templates that must be explicitly configured. A policy rule template follows an ECA structure, evaluated over a discrete trace of sets of events with the following semantics: when the trigger event (E) is observed, and the condition (C) evaluates to true, the action (A) is executed. Rule templates refer to the design models of the system data, identity, role, context, structure, behavior, and trust. In this subsection, we show the formalization of events, event patterns, the operators supported in the condition of a policy rule, and the formalization of policy rule templates and configurations.

Events in the SecKit represent context situation changes and activities (actions and interactions) between VOs, CVOs, and Services in the iCore Framework. We model the start of an activity, ongoing activities, and the completion of an activity with the event indexes: start, ongoing, completed. To support enforcement of usage control policies including authorization decisions, we model tentative and actual events. A tentative event is generated when an activity is ready to be started by the iCore Framework but has not started yet, giving the opportunity for the execution of enforcement actions to allow or deny the execution of the activity.

Event modalities are only used for activity events because context situations are only detected and no enforcement can take place to allow or deny situations, they are simply observed. With the combination of the ongoing index with a tentative modality, we are able to model ongoing activities that can be stopped by the policy rules. A discrete event trace is represented as a mapping of time steps \( \mathbb{N} \) in a TimeStepWindow, which contains a set of observed events.
We also support events to represent the life cycle (instantiation and disposal) of system entities, behaviors, identities, context information, and data. Due to space restrictions we do not show the detailed formalization of these types of events, we focus on the specification of interaction events. The formalization of actions, flow points, context situations, and life cycle events are done in a similar way. Interaction events reference instances of the respective interaction instance, which contains details about the activity being executed.

Event patterns are specified for all event types and also for a special event that denotes the end of a discrete time step named \textit{TimestepEvent}. Interaction event patterns include patterns for the interactions contributions, data and identity established by the interaction, behavior where the activity is contained, and for the entity that executes the behavior. Interaction contribution patterns also include behavior and entity patterns to match the participants of the interaction. In our policy rules, we define conditions based on the occurrence of events, and to specify this conditions we define event pattern types with a $\models$ satisfaction relation.

The condition part of a rule template is a formula $\Phi$, which consists of constants, event patterns, trust patterns, propositional, temporal, and cardinality operators. The abstract syntax of a formula is defined as:

$$
\Phi ::= \text{true} \mid \text{false} \mid \text{EventPattern} \mid \text{TrustAssessment} \\
\text{not} \langle\langle \Phi \rangle\rangle \mid \text{or} \langle\langle \Phi \times \Phi \rangle\rangle \mid \text{and} \langle\langle \Phi \times \Phi \rangle\rangle \mid \text{implies} \langle\langle \Phi \times \Phi \rangle\rangle \mid \\
\text{always} \langle\langle \Phi \rangle\rangle \mid \text{eventually} \langle\langle \Phi \rangle\rangle \mid \text{since} \langle\langle \Phi \times \Phi \rangle\rangle \mid \\
\text{before} \langle\langle N \times \Phi \rangle\rangle \mid \text{within} \langle\langle N \times \Phi \rangle\rangle \mid \text{during} \langle\langle N \times \Phi \rangle\rangle \mid \\
\text{repSince} \langle\langle N \times \Phi \times \Phi \rangle\rangle \mid \text{repLim} \langle\langle N \times N \times N \times \Phi \rangle\rangle
$$

Informally, the semantics of the temporal operators is: for $\text{always}$ the operand must have been true in all previous time steps; for $\text{eventually}$ the operand must have been true at least once in all previous time steps; for $\text{since}$ the first operand must have been true in all time steps since the second operand was true, or the second operand has always been true (weak since from Linear Temporal Logic (LTL)); for $\text{before}$, $\text{within}$, and $\text{during}$ the formula operand must have been true at a specific number of time steps ago, at least once for a bounded number of previous time steps, or during all bounded number of previous time steps; for $\text{repSince}$ is the same as $\text{since}$ with an additional upper bound number of times that the first formula may have been true; for $\text{repLim}$ the formula must have been true during a bounded number of previous time steps according to a lower and upper bound for the number of occurrences. The formal semantics of the temporal and cardinality operators is based on past time LTL.

The specification of authorization and obligation policy rules is done in SecKit using a model containing rule templates ($\text{RuleTemplate}$) that must be explicitly instantiated using rule template configurations ($\text{TemplateConfiguration}$). Templates are parametrized with variables that are instantiated by the template configuration. When the rule is configured it is also possible to specify when the rule should be disposed, after it is triggered the first time, never, or also when a particular Event–Condition is observed. By introducing templates we address the challenge Support for the Digital Divide identified in the list of challenges introduced in Section 5.4, allowing to
less knowledgeable users the selection of existing templates instead of specifying their own.

\[
\text{VariableName}
\]

\[
\text{AuthorizationResponse} == \text{Allow}, \text{Deny}
\]
\[
\text{Modify} == \text{DataInst} \rightarrow \text{NewValue}
\]
\[
\text{Delay} == \text{TimeAmount} \times \text{TimeUnit}
\]
\[
\text{Enforcement} == \text{AuthorizationResponse} \times \text{P Modify} \times \text{Delay}
\]

\[
\text{RuleTemplate} ::= \\
\text{P VarDecl} \times \text{EventPattern} \times \Phi \times \\
\text{Enforcement} \times \text{P TrustUpdate} \times \text{P BehaviorInst}
\]

\[
\text{CombiningAlgorithm} ::= \text{FirstApplicable} | \text{AllowOverrides} | \text{DenyOverrides}
\]

\[
\text{TemplateConfiguration} ::= \\
\text{MonolithicConfiguration}(\text{P (VarAssign} \times \text{RuleTemplate} \times \text{RuleTemplate})) | \\
\text{RecursiveConfiguration}(\text{CombiningAlgorithm} \times \text{seqTemplateConfiguration})
\]

\[
\forall e : \text{Event}; ep1, ep2: \text{EventPattern} \\
\text{rulenestedrule} \iff (ep1 \text{ matches } e) \land (ep2 \text{ matches } e)
\]

The event part of a rule template is called the trigger event, and is an event pattern matching operator that is also supported in the condition part. An event includes the details about the activity being also executed such as identity and roles of the entities performing the activity, and information attributes produced by the activity itself. For action events we can trigger rules considering the entity executing the action, for interaction events we can observe who are the interaction participants and perform the respective enforcement. We also support patterns of events capturing context information and context situation changes, and life cycle events for entity, behavior, and data types.

The action part of an enforcement template consists of an enforcement and an execution part. The enforcement part refers to the trigger event of the rule template and may allow or deny the execution of the respective activity. If the activity is allowed, it is also possible to specify an optional modification or delay of the activity execution, for example, anonymizing activity data before the activity takes place. The anonymization could be the simple modification of a name identity attribute to an empty string. The execution part of an enforcement template may trigger the execution of additional activities, for example, notifications or logging of information. With the addition of these different enforcement and execution options in our policy rules, we address the challenges Control of the data flow from IoT Device, Control of the actions of IoT actuators, and Anonymization of data identified in the list of challenges introduced in Section 5.4.

In addition to enforcement templates, we also support instantiation templates, disposal templates, and condition templates, in order to maximize reuse of enforcement rules and to allow efficient monitoring of parametrized templates. The action part of these templates implicitly instantiate and dispose other rule templates when the event and condition parts evaluates to true.

When composite enforcement templates are specified, a combining strategy must be also specified in case multiple rules are triggered resulting in a conflicting decision.
similar to the XACML approach [26], such as allow overrides, deny overrides, or first applicable rule. Furthermore, child/contained templates must specify a refined trigger event in relation to its parent, which informally means that the trigger pattern of child templates inherit the patterns specified in the trigger of the parent rules. The general idea is to support the reuse of the instantiation template to other enforcement templates without loss of generality.

At runtime, all template configurations will be instantiated using the variable assignments defined, resulting in a set of rules. Our combining algorithm always select the modification or delay to apply considering the enforcement chosen according to the strategy definition. The semantics of the combining algorithm is recursive, where contained rules that contain nested rules themselves are first evaluated and the resulting enforcement is combined with the parent rule for a unique enforcement result in a rule hierarchy.

In the SecKit, we adopt a general-purpose runtime event signaling and policy evaluation strategy. Rules are instantiated by a Rule Template Configuration at a particular moment in time, and an enforcement rule instance is created. Each rule is configured with a time step size, which indicates the granularity of the enforcement and events are observed for each time step window according to this granularity. Our PDP component is a rule engine that keeps trace of all time step granularities for the existing rule instances, observes the events, and evaluates the rules at the end of each time step window.

The PDP monitoring approach does not store all events observed, only the events in the current and previous time step windows are kept following an approach similar to Meredith et al. [16]. It uses simple three-value Boolean states for all operators, counters for the cardinality operators, and a circular buffer of $n$ Boolean states for the time-bounded operators supported in our language like $before(n, \varphi)$, which requires only the storage of the truth value of $\varphi$ for the $n$ previous time step windows.

The generation of efficient runtime monitors for parametrized specifications is a nontrivial task [16], which is the case of rule templates. Monitoring of parametrized templates is difficult to be realized because the number of parameter bindings can be very large, and there are only domain-specific solutions to handle this problem. In our approach, we specify explicitly the instantiation and disposal of rule templates with variables to enable the efficient generation of monitors. By using the explicit instantiation of parametrized templates, we avoid the overhead of monitoring all possible combinations of observed variable values, which may be practical for a small set of variable values, but it easily becomes intractable due to the large number of combinations [9].

In order to be useful at concrete implementation scenarios, the SecKit must be extended with technology-specific runtime monitoring components. In the iCore Project, we provide one extension to support monitoring and enforcement of policies for an MQTT broker, which is the technology in our case study to support communication between VOs and CVOs. In general, PEP components should be able to intercepts the messages exchanged between the system entities, notifies these messages as events in the SecKit, and optionally receives and enforcement action to be executed (e.g., Allow, Deny, Modify, etc.). Details about the MQTT enforcement component are described in Section 5.6.
5.5 Smart business case study: Cold Chain Monitoring

In this section, we describe the smart business case study proposed in the iCore Project. The main goal is to support Cold Chain Monitoring (CCM), which consists of the real-time monitoring of the transport conditions of perishable goods. More specifically, the CCM objectives are the following:

(a) to provide real-time alerts and early warnings during transport in case the required transport criteria are not met;
(b) to issue acceptance reports for the end users receiving the perishable goods;
(c) to control automatically the storage and transport conditions of goods.

The iCore Framework described in Section 5.3 provides an excellent ecosystem to link the mesh of ICTs and intelligently manage them, according to delivery specifications, and based on the current (and changing) environmental context. We show in Section 5.6 how the high-level information sharing and data confidentiality requirements introduced in the description of this case study are addressed using the SecKit methodology.

5.5.1 Overview and motivation

In a cold chain logistics system, goods are transported from suppliers to retailers via a mesh of warehouses connected by road, air, or sea transportation in between. The main end-user concern is the lack of insight in the storage and transport conditions of goods between suppliers and consumers. To address this concern in this case study, a fine-grained Information and Communications Technology (ICT) monitoring system (wireless sensor network – WSN) is used.

An important element in CCM is acceptance reports showing if the transported goods were kept within the specified temperature tolerances. These reports are useful, for example, for a retailer to know if he can accept a shipment of temperature-sensitive medicines, or for transport operators to know when they can avert a claim of spoiled goods. In case of violation of storage and transportation conditions, the parties responsible for the goods also want to be able to act as soon as possible to reduce product spoilage (and associated claims). In addition to acceptance reports, suppliers/retailers want to track and know in advance when to expect a delivery of goods.

Food and pharmaceutical goods are exposed to increasingly long and complex supply chains with many dangers of poor temperature control, delays, and physical mishandling. As a result, these products suffer reduced quality and safety, and inevitably increased waste. Besides the financial loss suffered from waste, low-quality products often do not meet consumer expectations which result in an slow overall decay of high value chains. Another negative impact of food losses caused by imperfect chains is that of low environmental sustainability. Reducing the amount of lost and damaged perishable goods during transportation and storage during the life cycle of the product is a substantial global challenge.

It is essential that products being transported in a cold chain remain within the specified acceptance criteria. A violation of the acceptance criteria can harm the
customer’s health using the product. In addition to acceptance reports, another goal of this case study is to produce early alerts about possible temperature violations. One study found that opening the doors of a truck with frozen goods may lead to an air temperature increase of 24 °C within 2 min [30]. Therefore, to keep the products within the acceptance criteria a fast reaction in a matter of minutes is necessary.

Key to reducing these huge waste numbers is the implementation of CCM at all levels of the supply chain. The most significant challenge is usually not gathering the data but developing an integrated strategy that allows virtually everyone involved with supply chain processes to improve the use of the data for decision-making. The transport companies are interested in the adoption of these new technologies which can optimize the cold supply chain and can reduce the amount of lost and damaged perishable goods and can increase the quality of services offered to the customers.

Several technologies, methods, and processes are already current practice and have been implemented in the supply chain, such as modified atmosphere packaging, temperature control, sanitation processes, and CCM. At present, CCM is mainly performed by the use of data loggers and typically only during transport and not throughout the entire supply chain. In summary, the CCM case study proposed in iCore demonstrates the following:

- **Acceptance reports**: the system provides the end user of perishable goods (e.g., a retailer or pharmacist) a report at delivery of the products showing the transport and storage conditions. Based on these reports, the end user is able to decide whether to accept the shipment or not; the report can only be accessed after the shipment is delivered.

- **Real-time alerts/early warnings**: the system provides (early) warnings to transporters when the products are outside their optimum storage conditions. The system provides these warning to guarantee the quality of products throughout the supply chain and enables transporters to act before damage occurs. Access to the monitoring system at the warehouses is only allowed to the device owners and to the logistic companies responsible for the shipments being monitored.

- **Automatic control of storage and transport conditions**: since the CCM system has knowledge of the required conditions for products within a warehouse/truck, it can provide functionality to automatically control environmental conditions based on the requirements of products stored in (compartments of) warehouses or trucks. The control can be achieved by directly controlling heating, ventilating, and air conditioning (HVAC) systems in these warehouses and trucks.

### 5.5.2 Hardware components

This case study is mainly focused on the handling of temperature-sensitive products in the supply chain. Temperature is therefore one of the most important parameters to monitor, preferably close to the product itself. Ambient Systems, which was one of the iCore Project partners implementing this case study, has developed several temperature monitoring devices, which are used in this proof of concept. Figure 5.4 shows a temperature sensor embedded in the packaging of a product being transported.
The sensors are designed for mobile use and to travel with the product from manufacturing site to the end user. The sensors communicate wirelessly in the 2.4 GHz band and have enough memory to store months of sensor readings in case they are outside the coverage of WSN gateways (e.g., in a ship/an airplane). The sensors can be configured remotely and in general push temperature information once per 5 min (which is common practice in CCM). Optionally, the sensors can provide remaining shelf lifetime of the products they monitor, based on historical temperature conditions.

The following additional sensors are integrated:

- Open/close sensors are used to detect if doors in warehouses or trailers are opened or closed.
- Current clamps are used to detect the performance of HVAC systems. They measure the electrical current flowing through the appliance, which is an indirect measure for the load of the machine. This is used to learn the cooling/heating capacity.
- Indoor air quality sensor consists of relative air humidity, carbon dioxide, and temperature. This sensors are used, for example, to monitor certain fruits that are usually stored in high concentration of CO$_2$ rather than fresh air to improve their preservation by allowing them to retaining flavor and quality during transportation.

WSN infrastructure (such as routers and gateways) are “see-through” concerning sensor data (see Figure 5.5). The gateway communicates periodical via socket connections with the VO Back-end using a 3G connection. The gateways used in this proof of concept also provide location information (GPS), for example, to determine the location of the infrastructure (e.g., truck) it is mounted on.
The scenario uses several sensors attached to the product within a cold chain container. By having the sensor data combined with the location information many different scenarios can be monitored. The cold chain dispatcher may decide between different cold chain warehouses nearby, or may choose to use a container-cooling unit that is only able to keep the temperatures, but not cooling down warm products. We also implemented additional rules in the scenario to improve the monitoring accuracy and capabilities, for example:

(a) if one sensor differs from the other sensors within the container the container door may have been accidentally opened;
(b) by determining the location, the outside temperature forecast can influence the sensor value in approaching the acceptance criteria.

5.5.3 IoT framework components

This case study has been implemented and demonstrated in iCore using the framework introduced in Section 5.3. The following paragraphs describe in a top-down manner how the framework components are used in the implementation of the case study.

**Service Request.** Starting from the Service Request the customer enters the package with the attached sensor, the starting location and final location of the product. The existing logistic infrastructure calculates the routing and orders the corresponding cooling container and transport vehicles. The iCore infrastructure consults the VO Registry to track the cooling transport.

**VO Registry.** The package attached sensor registers in the VO Registry. The registration has the information on which gateway the sensor will continuously sent values to an MQTT event bus. Other sensors communicate their values on the same gateway. For example if the gateway is on a truck, the VO Registry has the information, which packages with attached temperature VO are loaded on the truck.

The VO Registry is implemented as an SPRQL-endpoint and keeps track of the relation between sensors and actuators (ICT objects), produce/trucks and other facilities (non-ICT objects), and their virtualization within the iCore Framework (VOs). This allows other components to search for specific non-ICT or ICT objects,
for example, based on a specific location. Semantic discovery is used in this use case to establish a relation between trucks and the location of goods. The VO Registry also contains information on how to obtain results from VO functions, for example, how to obtain temperature readings or how to control a HVAC in a warehouse.

**VO and CVO Management.** The location VO like GPS sensor uses the same gateway. The CVO Management Unit gathers the VO from the VO Management Unit using the same gateway like the attached sensor in the Service Request. The CVO Management Unit initializes several CVO templates based on prediction models and acceptance criteria. After initializing and parameterizing the CVO templates, the CVO queries analyze continuously in real time the values from the VO published on the event bus. If the CVO query detects a possible out-range of the acceptance criteria those values are published on the event bus. Depending on the query other CVO like the smart phone of the truck driver is subscribed on that query and alert the truck driver in real time.

**VO Factory.** In this use case, the VO Factory requires no user interaction. Since ICT objects push information by themselves, the VO Factory is able to autonomously initiate VOs and register them in the VO Registry. For this purpose, the VO Factory uses the VO Template Repository to resolve (Ambient Systems specific) hardware identifiers to templates for VO Registry entries. In a similar fashion, VO Registry entries are kept up-to-date.

**VO Container.** The VO Container provisions an execution environment for VOs. The combination VO Back-end/Front-end transforms Ambient Systems specific messages (via socket communication, for example, received from gateways in WSNs) into eXtensible Markup Language (XML)-formatted messages (based on XML templates) and publishes those to an MQTT broker. Device ownership is also stored in the VO Registry. Whenever devices provide information, the ownership of the device is retrieved and VO Front-end and the owner are included in the MQTT topic under which the sensor information is published.

The MQTT topic structure under which messages are published are created following the scheme: *owner/net_id/class/sub_class/function/type/device_id*. The meaning of each field is summarized in the following list:

- **owner**: represents the owner of the specific device. This is derived from a database maintained by the device installer or manufacturer;
- **net_id**: represents the serial identification of the WSN gateway through which the sensor information was received;
- **class/sub_class/function**: identifies the data content, for example, Temperature class, TMP102 subclass, and Temperature function could indicate a temperature reading from a specific sensor type (*Temperature/TMP102/Temperature*);
- **type**: indicates the type of the message such as ‘Alert’ tells that the sensor device itself considers the reading to be an alert;
- **device_id**: contains the serial identifier of the sensor device itself. The topic is designed in such fashion that it is easy to create content specific MQTT subscriptions. The VO Registry provides means to compose MQTT topics based on VO function names in addition to the URL of the MQTT broker.
5.5.4 Information sharing and data confidentiality

Following an asset lean company approach, it is quite common that transport and logistics companies do not own all facilities required to fulfill their operations. For example, warehouses at airports are often owned by airport facility company instead of the transport company, and so on, while a transport service company needs to act upon data gathered by an ICT infrastructure in the warehouse, which also handles competitive products and deals with competitive transport service providers. The goal of this scenario is to demonstrate that iCore is able by means of policies and PEPs to deal with complex information sharing between stakeholders and keeping critical private information.

The following list summarizes the confidentiality requirements identified in this scenario:

- Device owners may always access (read from/write to) their devices. Others should not be able to access, except in explicit cases.
- Product manufacturers (owners of the perishable product that is routed through the mesh of warehouses) may read devices attached to the product until transfer point to customer. The data has to be anonymized.
- Warehouse operators may read devices that are under their responsibility.
- Transport companies may read devices that are under their responsibility.
- Customers may read upon receipt of the product and acceptance report containing anonymized data.

In this use case, security at VO level is implemented as wrapper around the MQTT broker. The MQTT broker provides publish/subscribe facilities and provides basic access control. This is extended with policy enforcing wrapper that intercepts subscription requests, etc. This enables cross-stakeholder information sharing between users of the VO level, for example, deal with situations where competitor share same warehousing facilities.

5.6 Security engineering for smart business case study

The first step in the application of our methodology is the specification of the structure and behavior model for the smart business case study. Figure 5.6 presents the MQTT Application behavior model showing the Client and Broker interactions used in the implementation of the smart business case study. MQTT clients represent the temperature sensors that publish their temperature values in the MQTT broker running in the WSN gateway device described in the previous section.

The interactions between the Client and Broker behaviors represent the MQTT standard messages, which are intercepted at the broker side by a PEP component. The PEP is a technology-specific extension that generates events to the PDP and receives enforcement actions as a response. The PDP component is accessible through Hypertext Transfer Protocol (HTTP) and is integrated with the SecKit GUI interface that allows the specification of design and runtime models. This enables cross-stakeholder
information sharing between users of the VO level, for example, to address situations where competitor share same warehousing facilities.

The subscription and signaling of events between the PDP and PEP is done using JavaScript Object Notation (JSON) format and HTTP. In the iCore Framework, we implemented a PEP component [19] embedded in the MQTT broker that is used as a middleware to enable the communication between VOs, CVOs, and services. The PEP component functions as reference monitor and it is implemented using runtime monitoring techniques targeting the specific IoT technology in place. When multiple technologies are used to enable the communication and execution of VOs, CVOs, and services, more PEP components would have to be implemented to monitor and generate events to the PDP component (see Figure 5.1).

Figure 5.7 presents the specification of the same architecture of Figure 5.6 in the SecKit GUI. The PEP behavior is designed as an MQTT authentication plugin (MQTT Auth Plugin), which is the implementation possibility for the Mosquitto MQTT broker with respect to security management extensions. The IoT System behavior creates instances of brokers and clients that interact with the respective interaction instantiations defined.

The details of the Connect to Broker interaction type show the roles that interact in instantiations of this type (client and broker), and the data and identities exchanged: clientId of MQTT Identity type and ipAddress of String type. The data and identity types are specified in the Data and Identity tabs of the SecKit GUI. The behaviors specified are associated with VO and CVO entity types specified in the Structure tab.

After specifying the reference IoT system design, an analysis of threat scenarios can be done in the Risk tab. A threat scenario makes reference to the stakeholders, threats, assets, unwanted incidents, vulnerabilities, and countermeasures identified in the IoT system. Figure 5.8 shows one example threat scenario identified in the smart business use case where competitor transport companies may access shipment data of each other. In this threat scenario, a malicious transport company (threat) exploits the lack of access control policies (vulnerability) in order to gain competitive advantage (unwanted incident). This incident causes a leak of confidential information (negative consequence) affecting their competitive advantage (asset). Threat scenarios and negative consequences are marked with quantitative attributes indicating the probability of the scenario (likely) and the impact level (critical), which may be used
The example risk model in Figure 5.8 also specifies a countermeasure for the vulnerability of lack of access control, recommending the deployment of a policy rule template where only the responsible for the shipment can read the device information. The rule templates and configurations are specified in the Rule tab in the SecKit GUI, presented in Figure 5.9. In this figure, we show the design of the rule template referenced in the identified threat scenario that only allows access to messages published by an MQTT client if the client receiving the message is the one responsible for the shipment. The identifier of the device is retrieved from the MQTT topic information using the variable deviceId, which is assigned the result of a regular expression using the topic encoding format introduced in the end of Section 5.5.3. The database associating devices with shipments is accessed in the rule template using a custom action invocation isResponsibleForShipment.
Figure 5.8  Risk model

Figure 5.9  Rule model
In this case study, we illustrate the steps in the SecKit methodology and the use of the SecKit toolkit implementation to support the execution of each step in the methodology. The integration of the methodology with this software tool allows for traceability between security engineering requirements and enforceable countermeasures specified using security policy rules. We do not illustrate in this case study the specification of context situations, trust relationships, and more complex security policy rules, we refer the reader to previous publications [20, 21] that describe details about these models and their formalization.

5.7 Discussion

In this chapter, we propose a Model-based methodology and supporting software prototype implementation (SecKit) for security engineering in the IoT domain. We describe the methodology steps and the application of this methodology in a smart business case study proposed by the iCore Project. As a result, all relevant security engineering issues are well documented and traceable back to the IoT system entities. Furthermore, enforceable security policy rules can be specified to enable usage control and protection of user data by mitigating the identified risks.

We have released the SecKit as an open-source project, and this chapter serves as a hands-on tutorial on how to use it in the security engineering process. As an open-source project, the goal is to enable structured community driven specification and sharing of policy templates and technology-specific add-ons focusing on enforcement components for different IoT target technologies and application domains. The adoption of SecKit by many stakeholders has the potential to enable and improve cross-domain security alignment and interoperability.

As future work we plan to focus on the implementation of wizards in our tool to support security engineers in each of the steps of the methodology. We are working on a plug-in mechanism for model extraction and reserve engineering from system runtime artifacts, since it is not straightforward to produce system models for systems already implemented that usually do not have an extensive documentation available. Specifically in the IoT world, our methodology could be integrated with the codebender tool\(^1\) already being used by a large community to design applications for the Arduino platform.
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Chapter 6

Federated Identity and Access Management in IoT systems

Paul Fremantle

Summary

In this chapter, we look at how identity and access management work in the Internet of Things (IoT). In particular, we propose approaches to apply Federated Identity and Access Management (FIAM) techniques to work with IoT devices, networks and servers. We first look at the motivation for using FIAM with IoT. We then look at the previous work and approaches to identity management and access control for IoT systems. We look at how Web-based approaches to FIAM translate into the world of IoT where non-Web protocols are more common. We outline two separate phases of research where we created new FIAM approaches for IoT systems, and we include a performance analysis of the latter system. One emerging area of interest for FIAM is within the domain of Web API Management, and we explore how this also affects the IoT domain. Finally, we conclude with the outcomes of this research, open questions and propose avenues for further research.

6.1 Introduction

The Internet of Things (IoT) refers to the set of devices and systems that interconnect real world sensors and actuators to the Internet, which includes many different systems, such as connected cars [1], wearable devices including health and fitness monitoring devices [2], wireless sensor networks [3] and so on. The growth of the number and variety of devices that are collecting data is incredibly rapid. A study by Cisco [4] estimates that the number of Internet-connected devices overtook the human population in 2010, and that there will be 50 billion Internet-connected devices by 2020. Because of the pervasive and personal nature of IoT, privacy and security are important areas for research.

6.1.1 Security and privacy in IoT

There are many security concerns about IoT devices [5, 6]. These include network as well as physical threats to devices. Many devices are based on low-power, inexpensive
hardware including 8-bit controllers. These hardware devices are often understood to be unsuitable for high-strength encryption and signature algorithms, although recent research does show that in some cases they can support effective encryption using elliptic curves \[7–9\].

Limor Fried is a well-known innovator in the IoT field, who has published a “Bill of Rights” for users of IoT devices \[10\]. One key motivator in this Bill of Rights for this work is the statement that: “Consumers, not companies, own the data collected by Internet of Things devices.”

### 6.1.2 Motivation for Federated Identity and Access Management in IoT

The traditional approach to access control is based on the concept of roles, and is typically managed in a hierarchical, top-down approach \[11\]. This approach has distinct drawbacks for the IoT. First, it was designed without millions or billions of devices in mind. That would not be an issue, if every device has the same access requirements. However, a fundamental tenet of privacy is that users can decide (and understand) who can share their data. Consumers demand, for example, to allow a specific application access to only certain data. A user might allow their weight-loss club access to a rolling 7-day average but not to individual days weight values. This argues toward a highly controllable model where users can specify authorization for specific devices and/or applications. Cavoukian has promulgated the important concept of *Privacy by Design* and in Reference 12 she states “Users must be empowered to execute effective controls over their personal information.”

The second concern with the traditional model is that it utilizes a centralized model of identity and authentication. When there are many devices manufactured by many different organizations and operating in many environments, this is an unrealistic requirement. There are also significant scaling issues with centralized identity models, which are obviated by using a federated model.

A third important concern that is not answered by traditional role-based security models is that of a mechanism for delegation of authority. In many IoT scenarios, there are machines that are operating on behalf of a user, and also scenarios where a device may operate on a third-party’s behalf for a specific period of time. For example, the owner of a smart lock may authorize a friend’s mobile phone to unlock that door for the next week so that the friend may feed the owner’s cat. This argues for a model where the user can *delegate* certain permissions to specific resources to a machine for a limited time.

For this to happen, users must have effective controls over their own data and the ability to specify how this data is shared. This is a major motivation for the use of Federated Identity and Access Management (FIAM) for IoT.

In particular, there are significant challenges around *privacy* with IoT. Many IoT devices are collecting personal data: including human activity, sleep patterns, health information, home automation usage, geographic locations, etc. The result is that access to that data or ability to manipulate those devices may infringe on privacy. As
a real example, in 2011, it was publicized that the sexual activity of users of the FitBit activity tracker was public by default [13].

6.1.3 Web API Management

Web Application Programming Interface (APIs) are capabilities offered across the Web that are designed to be accessed by software rather than people. Unlike traditional APIs, Web APIs are inherently public or semi-public in that they are designed to be used over the public Internet and not solely over private networks or Virtual Private Network (VPNs). The public nature of Web APIs poses a number of challenges addressed by the emerging area of Web API Management (WAM).

Inevitably, the IoT will need to engage with Web APIs. For now, most IoT devices connect to services that are created by the provider of the hardware, and so are using private APIs. Public APIs are an increasingly important factor. There are a set of companies that are providing common cloud services and corresponding APIs for IoT (such as Xively [14]), and there are emerging API standards for IoT communication (such as HyperCat [15]). Much of the envisioned strength of the IoT will emerge when data from multiple sources can be aggregated, analyzed and acted upon. This will increase the demand for IoT devices to communicate with open Web APIs.

6.1.4 Research questions and contributions

This work addresses some key questions for the use of FIAM and IoT:

- What is the importance of FIAM in the IoT space?
- Can we adapt existing Web-based FIAM technologies to IoT and in particular to lower power binary IoT protocols?
- What are the challenges of using FIAM in the IoT context and what changes need to be made to support its use?
- What are the best architectures for support FIAM with IoT?

In addition, this work addresses the new problem of adapting the principles and technologies of WAM to the landscape of the IoT, which poses challenges stemming from the great numbers and low power of IoT devices, compared to typical full-fledged clients for Web APIs. The problems we are addressing can be clearly stated:

- What is the impact of the IoT onto Web APIs and WAM?
- How do IoT devices identify themselves to Web APIs over IoT protocols?
- How can we add IoT protocol support to existing WAM systems?
- What is the impact of adding identity, usage control and analytics to existing IoT protocol interactions?

This work clearly provides a number of contributions.

- This work provided the first implementation of an FIAM protocol with IoT devices.
- We identified challenges around using existing Web-based protocols (particularly OAuth2) with IoT devices as well as IoT servers.
We have created prototype systems that implement these approaches, demonstrating that this approach can work in running systems.

Through the analysis of the first prototype and the development of the second work, we identified significant challenges for using FIAM with IoT, especially with regard to potential hardware attacks on devices, and these were addressed through the inclusion of an additional component (Dynamic Client Registration – DCR). We believe this was the first work to explicitly address this requirement.

We identified new challenges that emerge from the use of Web APIs from IoT devices, especially those around authentication, usage control and analytics.

We implemented the first prototype of its kind to add support for IoT specific protocols to API management systems.

We provide a performance analysis of the IGNITE (Intelligent Gateway for Network IoT Events) system and show that FIAM technologies can be implemented in an effective way for IoT that performs within acceptable ranges.

6.1.5 Outline of the chapter

The remainder of this chapter is structured as follows. In Section 6.2, we review the related work in this space and analyze the gaps in the current literature. In Section 6.3, we look at how we can use OAuth2 and FIAM with IoT systems, including a first prototype – FIOT – that provides a framework for analyzing how FIAM and IoT intersect. In Section 6.4, we extend the model of the first prototype into a second, improved model – IGNITE – that also explores how FIAM and IoT intersect with the concepts and architecture of WAM. In Section 6.5, we present performance analysis of the IGNITE prototype and analyze the impact of this performance on real world systems. In Section 6.6, we review the work, offer conclusions and suggest areas for further research.

6.2 Related work

In this section, we look at the related work in two areas. First, we examine how FIAM have been applied to IoT. Second, we explore how WAM intersects with IoT and FIAM.

6.2.1 IoT security

The Internet Engineering Task Force (IETF) has published a draft guidance on security considerations for IoT [6]. This draft does discuss both the bootstrapping of identity and the issues of privacy-aware identification. One key aspect is that of bootstrapping a secure conversation between the IoT device and other systems, which includes the challenge of setting-up an encrypted and/or authenticated channel such as those using Transport Layer Security (TLS), Host Identity Protocol (HIP) or Diet HIP. The HIP [16] is a protocol designed to provide a cryptographically secured endpoint to replace the use of Internet Protocol (IP) addresses, which solves a significant problem – IP-address spoofing – in the Internet. Diet HIP [17] is a lighter-weight rendition of the same model designed specifically for IoT and machine-to-machine (M2M) interactions. While HIP and Diet HIP solve difficult problems, they have
significant disadvantages to adoption. First, they require low-level changes within the IP stack to implement. Second, as they replace traditional IP addressing they require a major change in many existing systems to work. In addition, neither HIP nor Diet HIP addresses the issues of federated authorization and delegation.

The federated authentication and authorization protocol OAuth [18] (see below Section 6.3) is a relatively new framework and there has been limited research into it as yet. Pai et al. [19] have utilized the Alloy Framework [20] to analyze the security constraints of the OAuth protocol.

The MQTT (Message Queue Telemetry Transport) protocol [21] is also a relatively new protocol. Perez [22] has modeled and analyzed the performance of MQTT, and Lee et al. [23] have analyzed message loss in MQTT networks and the correlation to the level of Quality of Service (QoS) requested. Mengusoglu and Pickering [24] have created an Autonomic Management system utilizing MQTT as the messaging protocol, whereas Stanford-Clark and Wightwick [25] have demonstrated the applicability of MQTT for environmental monitoring and control systems. Recently, a formal analysis of MQTT’s QoS semantics also has been undertaken [26], which demonstrated some ambiguities related to those semantics.

There has been little research into the security of MQTT. The Organization for the Advancement of Structured Information (OASIS) Technical Committee is considering security and in the working draft [27] there is a discussion of how to secure MQTT.

On the other hand, Facebook Messenger [28] on mobile devices uses MQTT and Facebook is also a user of OAuth [29], but there is no published information on whether they utilize the OAuth tokens for MQTT authentication and authorization.

Other related works include the work of Augusto et al. [30] have built a secure mobile digital wallet by using OAuth together with the XMPP protocol [31]. While the OAuth protocol has mainly been focused on Web- and Hypertext Transfer Protocol (HTTP)-access control, there is a proposal [32] to support OAuth tokens with the Simple Authentication and Security Layer (SASL) [33] authentication protocol, which demonstrates OAuth usage outside of HTTP.

In Reference 34, we addressed the use of OAuth2 with MQTT, and this is covered in significant detail below in Section 6.3. In IoT-OAS [35], Cirani et al. address the use of OAuth2 with Constrained Application Protocol (CoAP), an alternative IoT protocol based on Representational State Transfer (RESTful) principles [36]. It does support the concept of federated identities down to the device, but does not describe the use of the OAuth2 extension – DCR – and the importance of unique OAuth2 credentials per device.

### 6.2.2 Web API Management

While there is a great deal of industrial effort and research on WAM, the academic literature is sparse. In the industrial sector, much of the literature is provided by vendors. However, the report by Forrester [37] provides a good overview. In the academic literature, Raivio et al. [38] explore the business models around Open APIs for the telecommunications industry, and we discuss in Reference 39 the challenges and approaches of managing Web APIs.
In the IoT space, there are a number of efforts around creating open APIs for IoT: for instance, HyperCat [15] is a JavaScript Object Notation (JSON)-based catalogue format for exposing IoT information over the Web, developed by a consortium of academic and industrial partners, and ZettaJS [40] is an open source Web API for IoT devices.

There are a number of existing IoT gateways, including [41–43], that deal with the problem of connecting wireless devices to the wider Internet. They typically bridge multiple low-power devices in a house or factory into a traditional Internet connection. However, our literature search did not identify any server-side gateways/reverse proxies specifically designed for IoT.

We identified two significant gaps in the current literature and existing work in this space. First, most of the work on using APIs with IoT is very limited: there is a common assumption that devices will only communicate with a single API, and there is no discussion of management of these APIs beyond access control. In the access control space, there is a reliance on using outdated models of authentication and authorization (passwords and/or client-side certificates) that are not suitable for device-to-server communication.

Second, when looking at the API Management related work, we found no research that addresses how API Management techniques can be used in the face of IoT specific challenges, especially when using IoT-friendly binary protocols such as MQTT and CoAP. These protocols are important for IoT because of the lower requirements for energy and the lower cost of components required to support them. This encouraged us to explore this area, which is covered in Reference 44, where we addressed the issues regarding how WAM intersects with IoT and we built an enhanced system that demonstrated improved usage of OAuth2 with MQTT. One important contribution of this work is the proposal for using DCR with IoT devices. More information follows in Section 6.4.

### 6.3 FIAM for IoT

In this section, we outline the work done to create a system called FIO T (Federated IoT) which utilizes the OAuth2 protocol to provide authentication and access control for IoT devices and networks that use the MQTT protocol. We first examine the OAuth2 and MQTT protocols, and then we look at how OAuth2 can be applied to MQTT to provide a FIAM solution for IoT.

#### 6.3.1 OAuth

The OAuth 1.0 Protocol [45], and its successor, the OAuth 2.0 Framework [18], are protocols designed to solve the privacy and access control issues related to large-scale Internet-connected applications. OAuth allows users to delegate access to specified functions to third-party Websites. It also allows users to share identification across Websites without sharing their credentials across those Websites. For example, the Twitter Website uses OAuth 2.0 to allow third-party Websites to “tweet” on your behalf.

A more detailed example of the problem which OAuth aims to solve is as follows: social networking Websites often ask users for access to their email contact lists in
order to bootstrap or extend the user’s social network. In order to implement this, the social network would impersonate the user to their Web-based email provider and access the contact list using the username and password of the user (which was previously asked for). This approach had significant concerns:

- There is no fine-grained access control: once the social network had access to the username and password they could do anything – for example, posting emails or spam.
- There is no time limitation: until the user changes their password the system is now accessible by the third party.
- There is a fundamental difference between M2M interactions, which increasingly uses tokens for identification and access, and user-centric security, which uses usernames and passwords.

The OAuth 1.0 Protocol and OAuth 2.0 Authorization Framework are designed to solve these problems. Many Web-based systems nowadays have implemented the OAuth 1.0 and 2.0 protocols, including Google, Facebook, Twitter, GitHub and many others. The protocol is used to protect (and enable) API access and this is clear evidence that it can be used in highly scalable systems.

While there are differences in detail between the two versions we can describe the main approach fairly simply. In order to explore the use of OAuth with IoT, we chose to concentrate on a well-understood protocol for IoT communications, namely MQTT.

There are other approaches and protocols used in the IoT world that would make interesting areas for further research. However, we believe that demonstrating the use of OAuth with MQTT is a useful outcome, and we recommend other areas for research below.

**6.3.2 MQTT**

The MQTT protocol was originally devised as a protocol for telemetry over constrained networks [46]. Other messaging systems, such as IBM MQ Series [47], assumed high speed networks with low-costs per byte transmission. In many SCADA, IoT and Telemetry examples, the networks are constrained with high-costs per byte (e.g. General Packet Radio Service (GPRS), satellite). Therefore the MQTT specification was designed to have a very low message overhead, with as little as two bytes extra per message.

Another challenge is that IoT devices are often low-powered and reliant on low energy usage. Protocols such as MQTT and CoAP are lower in bandwidth which has a direct effect on energy usage, especially in wireless transmission scenarios. Nicholas [48] shows that MQTT uses considerably less energy that HTTPS in comparative scenarios. This is particularly true in scenarios where notifications need to be sent to devices (“push” scenarios). The traditional way to do this in Web APIs was
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1 Originally named the Message Queue Telemetry Transport, but now just MQTT.
2 Supervisory Control and Data Acquisition.
to require the client to poll the server on a regular basis for updates, which is very expensive in energy and bandwidth usage.

MQTT is used in many IoT scenarios, and there are libraries for microcontroller-based systems such as Arduino [49] that make it easy to utilize.

MQTT is based around a publish and subscribe model [50], often known as pub/sub. In this model, there are one or more central servers, known as brokers, that clients connect to. A client may publish information to the broker, subscribe to receive information or both. The publishers are unaware of the subscribers, and vice-versa. Each publication and subscription is tied to a topic. The topic is a named virtual resource that is used to decouple publishers and subscribers. As well as decoupling publishers and subscribers from knowing about each other, the pub/sub model also decouples them in time, because all interactions are asynchronous.

MQTT is based around a publish and subscribe model [50], often known as pub/sub. In this model, there are one or more central servers, known as brokers, that clients connect to. A client may publish information to the broker, subscribe to receive information or both. The publishers are unaware of the subscribers, and vice-versa. Each publication and subscription is tied to a topic. The topic is a named virtual resource that is used to decouple publishers and subscribers. As well as decoupling publishers and subscribers from knowing about each other, the pub/sub model also decouples them in time, because all interactions are asynchronous.

Most pub/sub systems utilize a tree-based model for topics, where there is a hierarchy and wildcard-based matching, which allows subscribers to subscribe to all topics in a branch of the tree, and MQTT also follows this model. For example, a subscriber can subscribe to the topic string “devices/uk/#” which would match topics including “devices/uk/hampshire/emsworth” as well as “devices/uk/sussex.” The “#” identifies a wildcard that matches any number of levels within the hierarchy. The “+” character identifies matching only a single level. Publishers cannot publish to a wildcard—they must publish to a fully-qualified topic name.

MQTT has a very simple security model. For authentication, it currently only allows the use of a username and optionally password. For encryption and transport-level security, the TLS standard is recommended, although this is not always suitable for small devices. Some implementations also support the use of a Pre-Shared Key (PSK) with TLS which can be used for authentication as well as encryption. The specification does not describe or recommend any authorization models, but certain implementations support access control lists on specific topics.

We chose to utilize MQTT as the basis of this work for several reasons. MQTT is a de-facto standard protocol used by a variety of IoT and M2M systems. MQTT has been ratified as an International Standard through the OASIS standards body. There are several open source implementations, making it easy to work with. MQTT’s central broker model creates an easy place to implement authorization and access control measures. Finally, the topic model is highly flexible and offers scope for authorization control.

6.3.3 FIOT implementation

In order to implement the system, we used several existing open source projects that provided a set of building blocks. This allowed us to focus on the core concerns of authorization and security without spending too much time on implementing aspects that were already understood. There are some areas where the choice of existing technologies provided limitations, and we call out those areas in the results section below.

The overall system consists of four major components: the MQTT broker, the Authorization Server, the Web Authorization Tool (WAT) and the device. The MQTT
broker is based on the Mosquitto broker [51], including extensions we created to enable OAuth-based authentication and authorization. The Authorization Server is based on the open source WSO2 Identity Server [52]. We made an assumption of a single broker and a single Authorization Server for this prototype. The WAT allows a user or developer to create a token to authorize access to their personal data. In addition, we built and programmed an Arduino-based IoT device which publishes data to the MQTT broker. We provide more details about each of the components below.

Figure 6.1 shows the major components of the system and the major interactions between them.

6.3.3.1 Authorization Server
The WSO2 Identity Server is an open-source identity and access management server that supports a wide variety of identity and access management protocols, including OAuth 2.0 and OpenID Connect amongst many others. The server offers an easy-to-use Web-based console which allows administrators to provision users, configure OAuth applications and other tasks that were needed as part of this exploration.

We did not need to modify or extend the WSO2 Identity Server to implement the “Authorization Server” role defined in our architecture. However, the WSO2 Identity Server implements its own Simple Object Access Protocol (SOAP)-based API for querying the validity and scopes of a token. This was not ideal to call from the message broker, and we preferred the using of the OAuth Token Introspection [53] API, which is a simpler RESTful API. We therefore created [54] a simple bridge between the two APIs using the WSO2 Enterprise Service Bus (ESB) [55], which meant that we could swap the WSO2 Identity Server out for any other OAuth2 server that implements this API. More generally, this extension means any system that uses the Introspection API can now interact with the WSO2 Identity Server.

In order to capture authorization scopes that a token is given access to, we created a JSON [56] encoding. The following example shows a scope that encodes a client who can write to any subtree of /topic/paul and read/write to /scratch:

```json
[   {rw:"w", topic:"/topic/paul/#"},
   {rw:"rw", topic:"/scratch"} ]
```

This model uses the same syntax for wildcards as the MQTT specification, which is the logical and most effective approach. Because the scope list in OAuth2 is space-delimited, we could not use this JSON as-is to form the authorization scopes. To solve this, we used Base64-encoding to create simple strings that could be used as scopes. There are other solutions we could have taken, but this was expedient as it made parsing the scopes simple for the broker.

6.3.3.2 Web Authorization Tool
We need to be able to instantiate the bearer and refresh tokens and associate the correct access control scopes with these tokens.

This process is described in greater detail in the OAuth 2.0 specification. In the OAuth terms, the MQTT device is the “client.” However, we are actually separating this into two parts: the bootstrap process and the runtime process. The bootstrap
process is a set of Web-based flows. Once this process is complete, we then take the bearer and refresh tokens and embed these into our device, which then uses them at runtime. In order to support these Web-based flows, we ideally needed to create a Web-application, because part of the flow is a redirect back to that application, which needs to be Web addressable.

However, we felt a command-line tool would be simpler and more appropriate. To solve this, we created a command-line tool in Python that ran a simple embedded Web-application. This command-line tool spawns a browser with the Uniform Resource Locator (URL) of the Authorization Server to request a token. This is important
because the user must authenticate to the Authorization Server, which then redirects that browser back to the local embedded Web server. The result is that there is no need to run a dedicated Web server and the command-line tool can be used to create tokens. This tool generates a textual version of the token, suitable for cutting and pasting into other systems; and generates C code for the Arduino, which can be cut and pasted into the Arduino tooling to update the Arduino. In a real environment as opposed to this prototype, we would have extended the tool to write this directly into the persistent flash memory of a connected device.

In addition, we wanted to demonstrate the other end of the flow – a non-device-based application gaining access to the data published by the IoT device. Of course, this application must be authorized by the owner of the data (the Resource Owner) to be able to access this data. Ideally, this would have been a proper Web application. However, we felt that this angle was the closest to the existing OAuth2 usage and so few insights would be gained from building this, so we emulated this using the default command-line clients provided by Mosquitto. We call this aspect the Message Viewer.

6.3.3.3 The device
To create our sample IoT device, we utilized an 8-bit Arduino open hardware device [49], together with the Arduino Ethernet Shield, which is a daughterboard that provides Ethernet support. The Arduino toolkit has a library that supports the MQTT specification [57]. Our device utilizes a nine-axis inertial measurement unit (IMU) that provides acceleration, rotation and compass data – each in three dimensions, to track the movement of the device. Such devices, when attached to a person, provide significant data on the user’s position, activity and exercise levels. Such data exemplifies the problem space here: users wish to share this kind of data, but only in precisely controlled ways, and each user may have radically different approaches and concerns about both data sharing and privacy.

One important point to note is that we did not implement any TLS or encryption from the device to the MQTT broker. This was because of space requirements in the Arduino device. However, we consider this issue orthogonal to the other concerns as OAuth2 and MQTT layer cleanly sits over TLS, without requiring any modification to the flows. Therefore if we had been able to embed a TLS implementation into the system that would not have changed the existing code or the flows.

6.3.3.4 MQTT message broker
Mosquitto is an open-source MQTT broker written in the C language [51]. It is highly portable. Mosquitto has a well-defined model for adding authentication/authorization plugins [58] and there are several third-party plugins but we could not find any example of an existing OAuth-based plugin for Mosquitto.

In this model, the MQTT IoT device connects to the broker, and instead of passing over a username and password, it sends an OAuth 2.0 bearer token. The bearer token is a specific type of token supported by the OAuth 2.0 specification that was designed to support very simple client software. Unlike the OAuth 1.0 specification, which required the client to perform signature operations in order to communicate, the
bearer token is a token which can be stored and sent as proof of identity. This has its own security challenges which we discuss later.

To create our authorization plugin, we utilized the mosquitto_pyauth [59] project. This plugin converts from the normal C-language based model for Mosquito plugins into the Python language, allowing us to write the OAuth plugin for Mosquito in Python instead of C.

We did not assess the performance differences between writing in the native C model versus writing in Python as we were primarily aiming at experimenting with the model and the performance was adequate for our tests. However, it would not be challenging to rewrite the plugin in pure C as most of the work is done by the remote Authorization Server.

Utilizing mosquitto_pyauth as a bridge into Python, we then wrote a Python-based plugin – mosq-auth-oauth2 – that validates the OAuth2 bearer token which the client passes over. The plugin sends this OAuth token to the OAuth Introspection Service, that validates the token and returns a set of authorized scopes for this token. The authentication/authorization plugin then validates if the requested action (reading or writing to a topic) is valid against this scope.

A picture of the implemented architecture is shown in Figure 6.2, where the prototype device is connected to a Mosquito broker running on Raspberry Pi hardware. Additionally, we include two sequence diagrams showing the system
interactions: Figure 6.3 shows the sequence diagram of interactions during the boot-
strap phase, and Figure 6.4 shows the sequence diagram of the interactions during the
use of the device and the Message Viewer.

6.3.3.5 Implementation issues
During the implementation, we came across a number of issues that we considered
could be improved in a future implementation. We did not feel that any of these could
not be overcome or circumvented, but we did believe that they are worth documenting
in order to capture the lessons learnt.

- Because of the nature of the authentication plugin interface to Mosquitto, it was
  not simple to use the password parameter to pass the token. Therefore, we passed
  it as the username. This is an implementation specific issue, and does not affect
  the overall model. However, we would recommend creating a standard way of
  passing the token over, and we would recommend this be the password field and
  not the user ID field that was used in this experiment.

![Figure 6.3 UML sequence diagram demonstrating the bootstrap phase](image-url)
We did not attempt to cache the authorization decisions, or the results of the OAuth introspection. This would be a nice enhancement that would reduce the network traffic and significantly enhance the performance. The fact that the OAuth token has an expiry time gives an effective caching model.

We did not implement any model where the broker disconnects the client when the token expires, which would be a good extension.

The Base-64 encoded scopes were not humanly-readable. This meant it was harder for the user to validate the meaning of the scope request. However, in a real consumer facing system, we would expect the scopes to be human-readable names with proper descriptions which would be mapped by the broker into the topic hierarchy.

### 6.3.4 Results of the FIOT system

Overall the system worked as intended, and showed the following aspects:

- Both IoT and non-IoT clients were able to use OAuth tokens to authenticate to the broker.
The broker was able to connect using a RESTful interface to the OAuth Authorization Server to validate tokens.

The broker was able to introspect the token via the RESTful interface on the Authorization Server to retrieve a list of appropriate scopes.

The broker was able to use the scopes to decide on whether to authorize a publish or subscribe operation.

The WAT was able to implement the OAuth 2.0 bootstrap process to create Access Tokens, which were then embedded into the MQTT clients.

However, we did find several concerns with the overall model during implementation. We distinguish between minor implementation issues which were specific to the chosen implementation technologies and model issues which would apply to any attempt to integrate MQTT and OAuth2. We will discuss the model issues next.

### 6.3.4.1 Refreshing the token

First, the use of HTTP as a protocol to implement the Refresh Token flow is not ideal. It requires the device (in our case the Arduino client) to implement two protocols (MQTT and HTTP), which is inconvenient. To give an example, our IMU and MQTT code took up 97% of the program space of the 8-bit Arduino on which we prototyped. The extra code for OAuth2 took us to 99%. Adding HTTP code for the refresh flow would have pushed us over the limit.

A fundamental issue is that the Refresh Token flow requires the device to produce the Client ID and Client Secret. This is a well-known issue in the mobile space, and highlights a challenge in using the OAuth specification outside the Web application space. This is a limitation in the design of OAuth, which is effectively based around the concept of a Web Application. In the Web Application model, there is a single place where the Web Application is deployed and managed.3

In an IoT (or for example the case of a mobile phone application), the client application is deployed in thousands or potentially millions of places. The task of securing the Client Secret is therefore much harder. Microcontrollers such as the Atmel Mega used in the Arduino do allow the code to be locked onto a device, but in any situation where the hardware is accessible, it is always possible for a determined hacker to break such security. This really depends on the value associated with compromising the security: if the reward is high enough, a determined hacker can utilize a Scanning Electron Microscope [60]. The alternative is to issue Access Tokens with very long expiry times, where the expiry time is expected to be longer than the lifetime of the device, or where there is an option to update the device with new firmware. This may be possible, but it goes against best practice for OAuth2.

A key question that arises is whether each device is considered in the OAuth2 world to be a separate Client or that the overall set of devices is considered to be a single Client. If each device is a unique client, then it is to code the Client ID and
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3Of course, a Web Application may be deployed in multiple data centers for scalability and disaster recovery, but this is still logically a single place.
Client Secret into each device. If a single device is compromised, it only compro-
mises that devices’ secrets, and they can be revoked. However, it is (as-yet) untested
whether OAuth implementations could cope with that many Clients (e.g. millions).
In typical Web scenarios there are few Clients (say hundreds or maybe thousands
at most).

It seems to us that it is closer to the current model to treat the set of similar
devices as a Client. In the Web world, a single Website acts as a Client and there are
thousands or millions of users, each with a token. The analogy in the IoT world
would be a single system with thousands or millions of devices attached. In this model, it
would be a serious breach of security to embed the “global” Client ID and Client
Secret into each device, as compromising one device would potentially compromise
all of them. This concern is more fully explored in Section 6.4.1 were we built an
enhanced prototype which supports this.

To investigate this further, we built a second phase to the FIOT experiment,
where we mapped the refresh flow into MQTT. Effectively, we created a second
MQTT broker – the Authorization Broker (AB) – whose only job is to act as a proxy
to the Authorization Server, and we used MQTT instead of HTTP to communicate
from the device to this broker.

To explain this, let us name the two brokers: the first (existing) broker is the Data
Broker (DB), where data is published and received. The second broker is the AB. The
flow works as follows:

- The device attempts to connect to the DB.
- The bearer token has expired and the connection is refused.
- The device connects instead to the AB (with no credentials)
- The device passes the bearer key to the AB
- The AB (or an agent attached to it) adds the Client ID and Client Secret and calls
  the real Authorization Server to refresh the token.
- The AB then returns the new Bearer Token to the client.
- Finally, the client disconnects from the AB and tries again to connect to the DB
  with the new Bearer Token.

During the implementation we discovered some interesting sub-issues specific
to this refresh flow. First, it is not trivial to send a message to a single device using
MQTT. As the system is a pure pub/sub network there is no built-in way of targeting a
single device. Obviously, we did not desire to broadcast the refresh token to all devices
as that could be misused. To solve this, we implemented a special authentication rule
and topic hierarchy on the AB that allowed us to securely send a message just to a
single client.

Second, the OAuth specification optionally allows the Authorization Server to
refresh the Refresh Token as well. This is a significant issue in a device-oriented
world, because the HTTP call to the Authorization Server is unreliable. If the device
ends up “out-of-sync” with the Authorization Server, then the device will need to be
reregistered. In the Web world, this is easily sorted and happens frequently – it is just
a case of the user reauthorizing. With devices, this may not be possible as there is
often no Web Browser and UI – which is required in this case. To get round this, we
worked with the WSO2 Identity Server development team to add an option to allow us to keep the refresh token constant. We would recommend any OAuth2 server that is being used for IoT devices would avoid changing the refresh token with every refresh. This applies to IoT devices using HTTP as well as MQTT or other protocols. Another option would be to use a reliable protocol to transmit the updated refresh token end-to-end from the Authorization Server to the device.

Another concern is whether this model (where any device can connect to the AB and pass over a Refresh Token) is a security hole. Certainly, we could protect it in some regard, but this may not improve matters. If we use a unique credential per device, we have created a circular issue (i.e. how do we manage that credential?). If we use a default credential that is the same for all devices, an attacker needs only to break one device to break this. On the other hand, without a refresh token, the attacker cannot do any real harm. They can cause denial-of-service by issuing many requests, but this could be prevented by standard DoS firewall techniques. On the whole, we felt this model was better than having a unique Client ID/Client Secret per device or having the same Client ID/Client Secret on all devices.

6.3.4.2 Changing the scope

The second issue that was identified during our work was that of updating the scope. In many cases, one might want to change the permissions associated with a device after the firmware has been loaded. In many Web systems, to change the scope of a token is done by reissuing the token. As we have discussed, this is not appropriate for many embedded devices or those without a UI and browser.

A better approach is to update the scope of the existing token. This would remove the burden from the device and deal with it purely at the Authorization Server. However, as currently specified, the OAuth 2.0 specification has no explicit mechanism to allow this. That said, the specification does not prevent it either, but it would need to be an implementation specific approach and therefore would not be interoperable. We see this as an area where the challenges of the IoT should influence the development of OAuth or other similar protocols, as well as the capabilities of OAuth implementations.

6.3.5 Conclusions of the first phase

In this section, we have shown that a standardized federated, dynamic, user-directed authentication and authorization model can be adapted from the Web for use in IoT devices. We have argued that this model is important for the concept of privacy with respect to IoT devices and the data that they generate and use. We have identified a number of issues, including both minor implementation issues as well as more fundamental issues where we propose further research. This was the first such implementation of OAuth2 with MQTT. One particularly concerning aspect was the issue around trust in the refresh broker, and the fact that we did not issue each device with its own Access Key and Secret Key. This is a key area that we improved in the next iteration, the IGNITE system (see Section 6.4.1).
6.4 Further exploration of FIAM and IoT, especially with regard to API Management

In this section, we outline an improved approach to applying federated identity and access control to MQTT and IoT devices. We also integrate this into existing WAM systems to provide a wider context for understanding how IoT devices communicate in the overall Web.

Our work addresses the new problem of adapting the principles and technologies of WAM to the landscape of the IoT, which poses challenges stemming from the great numbers and low power of IoT devices, compared to typical full-fledged clients for Web APIs.

Most new Web APIs are working with the OAuth2 [18] standard and utilizing the “Bearer Token” as the API Key. One of the challenges of moving from a model where the API clients are themselves Web servers to a more diverse model where the clients are devices is that the security of these devices is typically much easier to compromise than the security of Web servers. This problem has become apparent with mobile devices. Mobile application developers must embed the OAuth2 credentials into their mobile apps, and because those mobile devices can be “rooted,” these credentials can be stolen. There are solutions to this such as Samsung Knox [61], but these are proprietary and only suitable for high-end devices. This rules them out for many IoT devices.

In the FIOT prototype, each device had a refresh token, but did not have their own unique Client Key and Secret Key OAuth credentials. This meant that the refresh broker needed to act as a trusted intermediary on behalf of the device. This diminishes the overall security of the system and exposes situations whereby the access token may be stolen from the device more easily. To address this we envisage that IoT devices will be more likely to need their own OAuth2 credentials per device. It is impractical to think that these client keys will be issued manually to the IoT devices: this process must be automated. This is enabled by the extension to the OAuth2 specification called DCR [62]. The DCR automates the process that a developer would go through on the API portal to gain OAuth2 credentials on behalf of their API client. We built the second IGNITE prototype to explore the use of DCR in IoT scenarios.

We are not aware of any API yet in production where millions of devices each have their own API key, their own set of throttling measures, etc. It can therefore be seen that API management systems will need to evolve to support very large numbers of keys, with millions or even tens of millions of concurrently connected devices.

In summary, this work is addressing how to adapt the existing WAM capabilities to support:

- Large numbers of clients, each with their own credential.
- Devices communicating with public APIs via binary and low-energy protocols such as MQTT and CoAP.
- Usage control, access control, throttling and other API management techniques applied to IoT scenarios.
- FIAM for IoT devices.
- How to apply these capabilities orthogonally to existing systems.
6.4.1 IGNITE – an API gateway for IoT protocols

To solve these issues we prototyped a system that allows using the capabilities of existing API management solutions with IoT protocols. We call the system IGNITE.4 Our initial work focuses on the MQTT protocol, but in future we intend to extend this to CoAP.

For our proof-of-concept prototype, we extended three major existing open source projects:

- The WSO2 API Manager [63] project provides the main capabilities for WAM including a developer portal, subscription management system, key server, API gateway, access control, throttling, monitoring and analytics system;
- The MITREid-Connect project implements of OAuth2 and OpenID Connect [64] and includes new capabilities such as DCR and Token Introspection.
- The Mosquitto MQTT broker provides an open source messaging broker for the MQTT protocol.

We chose to implement this system in a different model to FIOT for the following reasons.

First, the MITREid-Connect project natively supported a wider set of identity interfaces that the WSO2 Identity Server did at the time of the experiment, including the DCR interface and the Token Introspection interface.

Second, the initial approach of extending the broker had a number of challenges. First, it limited the ways in which we could capture tokens (as documented above) because of the API offered for extending Mosquitto has some inflexibility. More importantly, the gateway approach will be seen to be much more orthogonal and will support working with any broker and not just the Mosquitto system. This is a significant architectural benefit.

To get these benefits, we chose to create an API Management gateway for IoT – a reverse proxy for IoT protocols that plugs into the existing key server architecture and monitoring capabilities.

We currently have built a first prototype of this gateway in Python and we are porting it to Java to improve performance. Figure 6.5 shows the overall architecture with the capabilities of the existing projects plus our added capabilities.

The IGNITE component implements the following logic: On a CONNECT packet arriving, it extracts the OAuth2 Bearer token from the username field in the packet. It then invokes the Token Introspection service on the MITREid-Connect server to validate the token. If the token is valid, the gateway replaces the token in the request with the user ID returned from the introspection call, and forwards the request on to the existing MQTT Broker, which may implement its own validation checks as well. If the token is invalid or no longer active, the IGNITE responds to the client with a packet that indicates that the credential was invalid (a CONNACK packet with ReturnCode=5).

4The source code is available at https://github.com/pzfreo/ignite.
The monitoring and usage control/throttling aspects of IGNITE are still in development.

6.5 Results

To test the system, we evaluated the performance of this system compared to a direct call to the MQTT broker. In this case, the MQTT broker was not running any authentication of its own, so the comparison is not completely like-for-like. Figure 6.6 shows the architecture of the test set-up.

We used the open source Mosquitto [51] broker as the backend of the tests and ensured that there was a subscriber attached so that the messages would require delivery. For the tests we sampled two flows: A CONNECT flow and a PUBLISH
flow. For `PUBLISH` we tested all three levels of QoS: fire-and-forget (QoS0), at least once (QoS1) and exactly-once (QoS2). QoS1 and QoS2 involve multiple packets transferring between the client and the server.

The tests were all run on a single machine\(^5\) using the localhost networking. The gateway tests include both the more functional Python prototype of IGNITE and an early prototype of the Java version. The tests show the average result over 1000 `CONNECT/CONNACK` messages and 10000 `PUBLISH` messages, in both cases giving the system time to warm up before capturing timing data. The QoS 1 and 2 tests inherently capture the use of `PUBACK`, `PUBREC`, `PUBREL` and `PUBCOMP` messages. The focus on connection was because the authentication step during connection is where the most work takes place, and on publication because this is the most used flow in MQTT, as subscriptions are rare compared to publication.

The `CONNECT` results are shown in Figure 6.7. The results show that the overhead of using the Python IGNITE for `CONNECT` is around 7700\(\mu\)s per request. Given

\(^5\)Mac OS/X 10.10 running on a 3 GHz Intel Core i7 with 16 GB RAM and SSD storage.
that this includes a HTTP REST call to the key server this is not unexpected. In the WSO2 API Manager, this overhead has been reduced by implementing a binary key validation protocol instead of HTTP. However given that MQTT is a persistent connection compared to existing Web API gateways and HTTP where each request needs to be validated we feel this is a very effective result. We did not (yet) implement caching of token introspection results which could improve this considerably.

The `PUBLISH` numbers (Figure 6.8) show a much lower overhead. For QoS0 the overhead of going through the IGNITE is around 11 μs. The QoS2 case has a significant higher overhead due to considerably more complex message flow. Even in this case the overhead is less than 1500 μs and the preliminary data from the Java implementation shows an overhead of less than 60 μs. Note that at this stage we have not yet implemented usage control and monitoring into the `PUBLISH` flow so these numbers do not yet reflect the full workload required. On the other hand there is as yet no optimization of this prototype code.

To put these numbers into perspective, the typical overhead of such a gateway in the HTTP world is around 500 μs without implementing any OAuth2 token introspection [65]. In addition, these numbers are all likely to be dwarfed by average Internet latencies. For example, the speed of light requires a minimum latency of 40,000 μs between the East and West Coasts of the USA, and typical real-world
latencies are twice this. Even with prototype code and no optimization, these numbers are respectable and would fit into the tolerance of many existing IoT projects. Therefore we can conclude that this approach is eminently practicable.

6.6 Discussion

In this work, we have addressed two key aspects. First, we have explored the concepts and realities of FIAM for IoT. Second, we have shown two approaches for implementing this using OAuth2 and MQTT. The second approach offers a significant improvement via the use of DCR.

As a result of this work, there are several recommendations that we propose. These include the need for clear standardization of where to put the token as well as limiting the OAuth2 token size to some reasonable limit – at least for IoT use. Also, there is a need to define a clear MQTT flow for refresh and avoid refreshing the refresh token. Third, there is a requirement to support DCR to ensure that each device has unique credentials. This ensures that a compromise to a single device does not compromise other devices. We also identified a concern with the refresh token being transmitted unreliably, and therefore recommend that refresh tokens are not updated unless there is a reliability mechanism in place.

While there were some issues with implementing FIAM for IoT using OAuth2 with MQTT, the benefits of building on existing widely implemented and deployed protocols are significant. Many years of work and review have gone into the security of OAuth2, and from this work we can state that it is possible to reuse this work with IoT devices and new protocols.

In addition, we found a promising approach to unify IoT devices and MQTT into existing WAM technologies and architecture. We outline our model of enhancing existing WAM systems with a new gateway – IGNITE – that focuses on IoT protocols and demonstrates how protocols such as MQTT can be integrated into existing API Management models with some success, in a completely orthogonal manner. In addition, the model of the server-side IoT gateway that we have introduced with IGNITE offers a considerable number of possibilities for managing usage control, access control, monitoring, etc.

We also present preliminary data on performance which shows that the overheads of such approaches are reasonable even before optimization, caching and other techniques are introduced.

6.6.1 Further research topics

Several areas for further research emerge from this work. A formal model and proof of security attributes for the use of OAuth2 with MQTT and in particular, the refresh flow, would be beneficial. One aspect we did not consider was allowing more than one OAuth2 Authorization Server to be used with a single broker, which would merit research.
In addition, we have identified a set of work on improving the IGNITE gateway: to support CoAP, to optimize performance; to integrate into the monitoring framework; and to support throttling of traffic. In addition we believe there is considerable scope for research to be done on description languages for using MQTT and CoAP for IoT Web APIs.

During discussions of this work with device implementers, a common request has been to create an Arduino “shield” that embodies the MQTT, OAuth2 and TLS behavior completely, which would make an interesting project.

Finally, we believe that some investigation is merited into whether the OpenID Connect specification could add any benefits over OAuth2 in the IoT space.
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Chapter 7

On the security of the MQTT protocol

Benjamin Aziz

Summary

We present a security analysis for one of the most popular standards for the Internet of Things, namely the MQ Telemetry Transport (MQTT) protocol, based on a formal model of the protocol in a timed process algebra. We explain the modelling choices we made and give a review of the results of earlier work on the formal verification of the protocol model. We also reveal in this chapter new results related to another case of its message delivery semantics, namely that of at-least-once delivery. We discuss the implications of different failure scenarios for clients and servers in the protocol as well as the variations in the attacker models that could affect the security guarantees of the protocol.

7.1 Introduction

The Internet of Things (IoT) [1] is a new paradigm with the aim of creating connectivity for “everything” that can carry a minimum of storage and computational power, such that these connected things can collaborate anytime, anywhere and in any form, within applications in various personal and social domains such as transportation, enterprise businesses, service and utility monitoring [2, 3]. Some recent estimates suggest that the number of IoT devices exceeds 30 billion with more than 200 billion intermittent connections [4] generating over 700B Euros in revenue by 2020 [5].

This connectivity of IoT devices has been boosted in recent times with the increasing popularity of mobile communications, for example, wireless sensor networks and radio frequency identification technologies, and the proliferation of small hardware with minimum computational and storage capabilities. These technologies coupled with the standardisation efforts of Machine-to-Machine (M2M) communication protocols, such as MQ Telemetry Transport (MQTT) [6] and eXtensible Messaging and Presence Protocol (XMPP) [7], meant that the global vision of the IoT is well within the reach of industries and their markets. However, global applications often require a minimum degree of reliability in terms of the correctness of the specification of the system as well as its level of assurance with respect to nonfunctional properties such
Engineering secure Internet of Things systems as security and privacy. Therefore, there is clear need for adopting formal modelling and analysis methods to ensure that specifications are as little ambiguous as possible leading to more reliable and robust implementations.

Stemming from the above point of view, this chapter adopts a methodology, which can be summarised by the following phases:

- Modelling the IoT protocol (in this case MQTT) in the formal language of TPi.
- Report on the results of applying an abstract static analysis defined in Reference 8 and discuss their security implications.
- Feedback the results of the analysis to the standardisation body (OASIS) responsible for maintaining the MQTT protocol specification.

One should not understate the fact that conducting a formal analysis on a standard specification, such as the one carried out in this chapter, is a time-consuming exercise and requires high expertise levels. However, it can lead to uncovering fundamental issues underlying the informal specifications of standards and hence save even more time later during the system design and implementation phases of the software development life cycle by avoiding errors and weaknesses that could result from such issues.

### 7.1.1 The MQTT protocol

The MQTT protocol (version 3.1) [6] is described as a lightweight broker-based publish/subscribe messaging protocol that was designed to allow devices with small processing power and storage, such as those which the IoT is composed of, to communicate over low-bandwidth and unreliable networks. MQTT is nowadays used in many business scenarios, for example, the Facebook Messenger [9].

The publish/subscribe message pattern [10], on which MQTT is based, provides for one-to-many message distribution with three varieties of delivery semantics, based on the level of Quality of Service (QoS) expected. The protocol additionally defines the message structure needed in communications between client, that is, end-devices responsible for generating data from their domain (the data source) and servers, which are the system components responsible for collating source data from clients/end-devices and distributing these data to interested subscribers.

In the “at most once” case, messages are delivered with the best effort of the underlying communication infrastructure, which is usually IP-based, therefore there is no guarantee that the message will arrive. This protocol, termed the $QoS = 0$ protocol, is represented by the following flow of messages and actions:

$$\text{Client} \rightarrow \text{Server} : \text{Publish}$$

$$\text{Server Action} : \text{Publish message to subscribers}$$

In the second case of “at least once” semantics, additional mechanisms are incorporated to allow for message duplication, and despite the guarantee of delivering the
message, there is no guarantee that duplicates will be suppressed. This case is rep-resented by the following flow of messages and actions:

\[
\begin{array}{ll}
\text{Client} \rightarrow \text{Server} & : \text{Publish} \\
\text{Client Action} & : \text{Store Message} \\
\text{Server Actions} & : \text{Store Message,} \\
& \quad \text{Publish message to subscribers,} \\
& \quad \text{Delete Message} \\
\text{Server} \rightarrow \text{Client} & : \text{Puback} \\
\text{Client Action} & : \text{Discard Message}
\end{array}
\]

The second message \text{Puback} represents an acknowledgement of the receipt of the first message, and if \text{Puback} is lost, then the first message is retransmitted by the client (hence the reason why the message is stored at the client). Once the protocol completes, the client discards the message. This protocol is also known as the \text{QoS} = 1 protocol.

Finally, for the last case of “exactly once” delivery semantics, also known as the \text{QoS} = 2 protocol, the published message is guaranteed to arrive only once at the subscribers. This is represented by the following message/action flow:

\[
\begin{array}{ll}
\text{Client} \rightarrow \text{Server} & : \text{Publish} \\
\text{Client Action} & : \text{Store Message} \\
\text{Server Actions} & : \text{Store Message OR} \\
& \quad \text{Store Message ID,} \\
& \quad \text{Publish message to subscribers} \\
\text{Server} \rightarrow \text{Client} & : \text{Pubrec} \\
\text{Client} \rightarrow \text{Server} & : \text{Pubrel} \\
\text{Server Actions} & : \text{Publish message to subscribers,} \\
& \quad \text{Delete Message OR} \\
& \quad \text{Delete Message ID} \\
\text{Server} \rightarrow \text{Client} & : \text{Pubcomp} \\
\text{Client Action} & : \text{Discard Message}
\end{array}
\]

\text{Pubrec} and \text{Pubcomp} represent acknowledgement messages from the server, whereas \text{Pubrel} is an acknowledgement message from the client. The loss of \text{Pubrec} causes the client to recommence the protocol from its beginning, whereas the loss of \text{Pubcomp} causes the client to retransmit only the second part of the protocol, which starts at the \text{Pubrel} message. This additional machinery ensures a single delivery of the published message to the subscribers.

\subsection*{7.1.2 Chapter contributions}

An earlier version of this chapter appeared in Reference 8, where a formal analysis of the delivery semantics of the MQTT protocol were presented. The analysis identified
the anomalies in the case of QoS = 2, which showed that the “exactly once” delivery was not always guaranteed.

The new contributions of the current chapter are:

- For the case of QoS = 2, the results presented in Reference 8 led to the updating of the MQTT standard in Reference 11 in relation to the QoS = 2 flow of messages in order to remove the ambiguity of its delivery semantics.
- New results regarding the case of QoS = 1, where the guarantee that the message is delivered to the subscribers “at least” once is undermined in the presence of a powerful attacker capable of isolating the client devices from the server.
- An informal security discussion, which informs of the various security issues that could arise under attack and failures modes of the protocol.
- An expanded review of related literature.

### 7.1.3 Chapter structure

The rest of the chapter is organised as follows. In Section 7.2, we describe related work in current literature. In Section 7.3, we provide an overview of the TPi process algebra, a timed version of the π-calculus [12], which we use to model the MQTT protocol. In Section 7.4, we define the MQTT protocol model based on TPi, and explain how this model fits the three delivery semantics that the protocol provides. In Section 7.5, we recap on the analysis of the protocol in the context of its delivery semantics. A version of this analysis was already presented in Reference 8. In Section 7.6, we introduce our notion of a failure as a 0-timed input action, and then discuss informally the different impact this kind of failure could have on the protocol. Finally, in Section 7.7, we informally discuss the security implications of the analysis carried out in the chapter and conclude providing directions for future research.

### 7.2 Related work

Publish/subscribe is increasingly becoming an important communication paradigm [13], in particular within the domain of sensor device networks and the IoT where messages can be communicated with more efficiency and less consumption of the devices’ limited computational power. IBM’s MQTT-S protocol [14] was one of the first industrially backed lightweight publish/subscribe protocols that was deployed for wireless sensor and actuator networks. This was followed in year 2010 by version 3.1 [6], which is currently undergoing standardisation by the OASIS community.

There has been very little effort in applying formal analysis tools to IoT communication protocols, mainly due to the novelty of such protocols and their very recent arrival at the scene of communication protocols. On the other hand, some work has been done in the area of publish–subscribe protocols in general. An early attempt in Reference 15 was made to model formally publish/subscribe protocols to capture their essential properties such as minimality and completeness, however,
without any attempt to incorporate hostile environments within which these protocols may run.

In Reference 16, the authors define a formal model of publish/subscribe protocols for Grid computing based on Petri-Nets. Their model offers a mechanism for the composition of existing publish/subscribe protocols with model, hence offering a friendly approach for the validation of such protocols. Nonetheless, the focus of their work is mostly on Grid computing scenarios. The work of Reference 17 is an early attempt in discussing security properties and requirements desirable in publish/subscribe protocols, in particular within the domain of Internet-based peer-to-peer systems, where such protocols became popular in their early forms.

Several works, for example, in References 18–22, have adopted model checking as an automated technique for verifying properties of systems to verify properties related to reliability and correctness within the context of publish–subscribe systems, and various levels of efficiency. Garlan et al. [18] and Baresi et al. [21] define a general framework for model checking publish–subscribe systems, without focusing on specific systems or properties. Their approach is more general than ours, though our approach is more efficient since it handles only one class of pub-sub systems (MQTT) and targets one type of properties. The approach of Reference 19 is closer to our approach in that they adopt a specific system, thinkteam, as the target for their analysis. In Reference 20, the authors propose a dedicated model checking technique to verify properties of publish/subscribe-based Message-Oriented Middleware (MOM) systems.

Another close work similar to ours is that of Reference 22, where probabilistic model checking is used to capture uncertainties inherent in publish–subscribe systems. However, despite also being stochastic in nature and hence similar to the TPi language we adopt here, a major difference is that they use probabilities rather than time as a means of expressing that some communications probably may not take place. On the same note, probabilistic model checking is also used in Reference 23 to analyse quality of predictions in service-oriented architectures.

Within the domain of sensor network protocols, there is more focus of effort on the formal analysis and verification of such protocols. For example, in Reference 24, the authors apply model checking techniques in the verification of a medium access control protocol called Lightweight Medium Access Control (LMAC). Similarly, in Reference 25, the authors propose a formal model of flooding and gossiping protocols for analysing their performance probabilistic properties. More recently, Heidarian et al. [26] proposed a formal model and analysis of clock-synchronised protocols in sensor networks based on timed automata.

### 7.3 TPi: a timed process algebra

The model of MQTT that we introduce here is based on a process algebra called TPi, originally inspired by Berger and Honda [27] and further developed by Aziz and Hamilton [28]. TPi is a synchronous message-passing calculus capable of expressing
timed inputs. The syntax of the language defines processes, \( P, Q \in \mathcal{P} \), based on names \( x, y \in \mathcal{N} \), as follows:

\[
P, Q ::= \bar{x}(y).P \mid \text{output action} \quad \text{time} \cdot \bar{x}'(x(y).P, Q) \mid \text{t-timed input action} \\
!P \mid \text{replication} \\
(x)P \mid \text{new name} \\
(P|Q) \mid \text{parallel composition} \\
(P+Q) \mid \text{non-deterministic choice} \\
0 \mid \text{inactive process} \\
A(x) \mid \text{process definition call}
\]

The syntax corresponds to that of the standard synchronous \( \pi \)-calculus \([12]\) except for the fact that input actions are placed within a timer, \( \text{time} \cdot \bar{x}'(x(y).P, Q) \), where \( t \in \mathbb{N} \) represents a time bound. The input action, \( x(y).P \), can synchronise with suitable output actions as long as \( t > 0 \). Otherwise, when \( t = 0 \), the timer behaves as \( Q \). There is an assumption that \( t \) is decremented by the environment of the process and that \( t \) can be any time unit (e.g. tick, second, etc.). Finally, we utilise \textit{process definition calls} in the form of \( A(x) \). \( A(x) \) calls a process definition \( A(y) \equiv P \), and at the same time, passes it the value \( x \) to replace \( y \). If the definition \( A \) does not accept any input parameters, then we simply omit the input parameter \( y \) and write \( A() \equiv P \).

In References 8, 28, we defined a nonstandard name-substitution semantics for TPi, which when abstracted using an approximation function \( \alpha_k \), was capable of yielding a finite environment \( \phi : \mathcal{N}^\sharp \rightarrow \wp(\mathcal{N}^\sharp) \in D^\perp_\downarrow \), where \( \mathcal{N}^\sharp \) represents the set of abstract names. Unlike \( \mathcal{N} \), \( \mathcal{N}^\sharp \) is finite and as a result, \( \wp(\mathcal{N}^\sharp) \) is also finite. This set is arrived at by means of an abstraction function, \( \alpha_k \), which limits the number of copies of new names created and input parameters in input actions to some finite integer value \( k \). For example, the set of name substitutions \( s = \{ x_1 \rightarrow \{ y \}, u_1 \rightarrow \{ w_1, w_2, w_3, y \}, p_1 \rightarrow \{ q_1, q_2 \}, p_2 \rightarrow \{ y \} \} \) would be abstracted to the environment \( \phi = \{ x_1 \rightarrow \{ y \}, u_1 \rightarrow \{ w_1, y \}, p_1 \rightarrow \{ q_1, y \} \} \) for an abstraction value \( k = 1 \).

The resulting domain of all abstract environments, \( D^\perp_\downarrow \), was shown in Reference 29 to be an appropriate structure that guarantees termination for an abstract interpretation computed over it (e.g. such as the abstract interpretations defined in References 8, 28, 29). An important element in \( D^\perp_\downarrow \) is the \( \perp \) element, which represents the empty environment such as \( \forall x \in \mathcal{N}^\sharp : \phi_0(x) = \{ \} \). We also defined in Reference 28 an abstract interpretation based on \( D^\perp_\downarrow \), which was shown to be safe with respect to the name-substitution semantics, in a similar fashion to previous analyses we defined for different variations of the \( \pi \)-calculus \([29–31]\). The safety property would guarantee that none of the substitution information is lost, for example, in the case of \( s \) above, every substitution is captured by \( \phi \) and the only information lost is the copy number.

### 7.4 A model of the MQTT protocol

We define a model of the MQTT protocol \([6]\) in TPi as shown in Figure 7.1, which captures the client/server protocol messages. Although the protocol also describes
**QoS Level 0 Protocol:**

\[ \text{Client}(\text{Publish}) \parallel \text{Server}() \], where:
\[ \text{Client}(z) \overset{\text{def}}{=} \overline{c}(z) \]
\[ \text{Server}() \overset{\text{def}}{=} c(x).\overline{\text{pub}}(x) \]

**QoS Level 1 Protocol:**

\[ \text{Client}(\text{Publish}) \parallel \text{Server}() \], where:
\[ \text{Client}(z) \overset{\text{def}}{=} \overline{c}(z).\text{timer}^t(c'(y), \text{Client}(\text{PublishDUP})) \]
\[ \text{Server}() \overset{\text{def}}{=} !c(x).\overline{\text{pub}}(x).\overline{c}'(\text{Puback}) \]

**QoS Level 2 Protocol:**

\[ \text{Client}(\text{Publish}) \parallel \text{Server}() \], where:
\[ \text{Client}(z) \overset{\text{def}}{=} \overline{c}(z).\text{timer}^t(c(y).\text{ClientCont}(y), \text{Client}(\text{PublishDUP})) \]
\[ \text{ClientCont}(u) \overset{\text{def}}{=} \text{c}'(\text{Pubrel}_u).\text{timer}^t(c'(w), \text{ClientCont}(u)) \]
\[ \text{Server}() \overset{\text{def}}{=} !l(\text{ServerLate}(l) + \text{ServerEarly}(l)) \]
\[ \text{ServerLate}(x) \overset{\text{def}}{=} (!c'(v').\overline{\text{pub}}(x).c'(\text{Pubcomp}_v). \overline{\text{Pubcomp}}_v) \]
\[ \text{ServerEarly}(x) \overset{\text{def}}{=} (\overline{\text{pub}}(x).\overline{c}(\text{Pubrec}_x).c'(q).\overline{\text{Pubcomp}}_q). \overline{\text{Pubcomp}}_q) \]

Figure 7.1  A model of MQTTv3.1 in TPi considering the three levels of QoS messages between the server and the subscribers, we only focus on one aspect of these, which is the initial publish message from the server to the subscribers. The model expresses three protocols, one for each of the three levels of the QoS specified in Reference 6.

### 7.4.1 The subscribers

Our model of the subscribers is minimal, since we only care about the first step in their behaviour, which is listening to the published messages announced by the server:

\[ \text{Subscriber}() \overset{\text{def}}{=} !\text{pub}(x') \]

This definition does not care about what happens to the message after it has been read by the subscriber on the channel `pub`. The main reason for including the replication, `!`, is to allow for the possibility of accepting multiple messages from the server. This will allow us later in the analysis to validate the different delivery semantics associated with the MQTT protocol. The definition can capture the number of times the subscriber will read a message within a single run of the protocol since each instance of `x'` spawned under the replication is renamed with the labelling system `x'1, x'2, etc.` (following Reference 32). The definition also assumes that the subscriber can wait ad infinitum for a message to be published by the server, and if no such
message is published, it will do nothing. This is not realistic, but sufficient for our analysis purposes in this chapter.

7.4.2 The passive attacker

The initial model of the attacker that we consider here is the one who has a primitive (passive) role; that is, one that offers the possibility of consuming the exchanged messages in the protocol only, particularly those messages between the clients and servers. Therefore, its definition is to listen continuously on the channels \( c \) and \( c' \) over which the client and the server communicate:

\[
\text{Attacker}(\text{def}) = !((c(y') + c'(u')))
\]

Similar to the case of the subscribers, the attacker is not in a rush to obtain an input from the protocol, therefore it can wait ad infinitum for a message to be received on its channels \( c \) or \( c' \) (hence we do not use a timer, or instead it is possible to use a timer with \( t = \infty \)). It is also possible to define an attacker model with finite input capabilities as follows:

\[
\text{Attacker}(\text{def}) = (c(y'_1) + c'(u'_1)) | \cdots | (c(y'_n) + c'(u'_n))
\]

where the operator \(!\) is replaced by a finite number \( n \) of the input choices all composed in parallel. In this finite model, the attacker has a linear behaviour in which it is capable of consuming up to only \( n \) messages.

In real terms, the case of a passive attacker represents a lossy network acting as a communication medium for MQTT clients and servers. At this stage, we assume that the attacker is not interested in disrupting the server-subscriber part of the protocol communications. However, we discuss this point informally later in Section 7.7.

7.5 Analysis of the protocol

We now define formally the three message-delivery semantics associated with the MQTT protocol, \textit{at most once}, \textit{at least once} and \textit{exactly once} delivery, and we discuss the results of analysing the protocol in light of these three semantics.

7.5.1 QoS = 0 protocol

The model of QoS = 0 protocol is straightforward. The client process is called from the top level protocol with the \textit{Publish} message. This process is then run in parallel with the server process, which upon receiving the \textit{Publish} message, it publishes it on the \textit{pub} channel where interested subscribers are listening. For simplicity, we assume that the message is published as is. However, a more refined (but not of interest to us) server process would be expected to extract the relevant payload from \textit{Publish} before publishing the actual data. We formalise the semantics of the protocol for QoS = 0 by the following theorem.
Theorem 7.1 (Delivery Semantics for QoS = 0). The MQTT protocol for the case of QoS = 0 has a delivery semantics of the publish message to the subscribers of “at most once”.

Proof. Given the definition of the subscribers’ process in the previous section, a run of this protocol would be equivalent to the following in the absence of any attackers: \((\text{Client}(\text{Publish}) \mid \text{Server()} \mid \text{Subscriber()})\). Analysing the process renders the following value of \(\phi\):

\[\phi = \{x \mapsto \{\text{Publish}\}, x'_1 \mapsto \{\text{Publish}\}\}\]

From this, we can see that the message arrives at the subscriber. However, if we re-run the analysis with the attacker process activated: \((\text{Client}(\text{Publish}) \mid \text{Server()} \mid \text{Subscriber()} \mid \text{Attacker()}\), we obtain the following outcome:

\[\phi_{\text{atk}} = \{y'_1 \mapsto \{\text{Publish}\}\}\]

This case shows a run of the protocol, which leads to only \(y'\) being instantiated with \(\text{Publish}\). There is no instantiation of the \(x\) or \(x'\) variables.

From these results, it is easy to see that there are two possible outcomes. The first value of \(\phi\) represents a normal run where \(x' \mapsto \{\text{Publish}\}\), whereas in the second value of \(\phi_{\text{atk}}\), we have that \(x' \mapsto \{\}\) by the definition of the default state \(\phi_0\). Hence, it is straightforward to see that the protocol may deliver the published message to the subscribers, and therefore, it correctly exhibits the “at most once” delivery semantics.

For all values of \(k > 1\), we do not gain more information about the protocol since the definition of the protocol in Figure 7.1 does not contain replication, which prevents it from being able to interact with an attacker that generates more messages (i.e. a spammy rather than a lossy attacker).

7.5.2 QoS = 1 protocol

The QoS = 1 protocol has a semantics of “at least once” delivery. We model this in Figure 7.1 as a client process, which starts by sending a \(\text{Publish}\) message to the server. The server is capable of inputting this message, publishing it to the subscribers and then replying back to the client with the \(\text{Puback}\) message. Again, for simplicity, we abstract away from the structure of both \(\text{Publish}\) and \(\text{Puback}\), and point out here that a more refined treatment of these messages (i.e. extracting their payload) does not affect our analysis in the chapter.

The next part is the main difference from the QoS = 0 case above. The client will wait for a finite amount of time, \(t\), on its input channel \(c'\) for the \(\text{Puback}\) message from the server. If this message delays (as a result of some communication failure), the client will re-call its process with a new \(\text{PublishDUP}\) message. The difference between \(\text{PublishDUP}\) and \(\text{Publish}\) is that the DUP bit is set in the former to indicate that it is a duplication of the latter. The server on its side is capable of receiving this new publish message since its behaviour is replicated, which means that it can restart its process any number of times required by the context.
The two channels, \(c\) and \(c'\), distinguish between the two parts of the protocol (i.e. the Publish and Puback parts). This is not necessary in practice, however it renders our model much simpler by avoiding unnecessary interferences between these two parts. In practice, there would be some message validation mechanisms to prevent such interferences from occurring. We formalise the delivery semantics for this case in terms of the following property.

**Property 7.1 (Delivery Semantics for QoS = 1).** The MQTT protocol for the case of QoS = 1 has a delivery semantics of the publish message to the subscribers of “at least once”. □

In order to understand whether this property holds or not (i.e. whether we can promote it to a theorem or not), we need to analyse both cases when the attacker is present and not. We start first by analysing the protocol under the no-attacker conditions. In this case, we find the following subset value for \(\phi\) and \(k = 1\):

\[
\phi = \{x_1 \mapsto \{\text{Publish}\}, y \mapsto \{\text{Puback}\}, x'_1 \mapsto \{\text{Publish}\}\}
\]

This implies normal behaviour, where the published message eventually arrives at the subscriber. Therefore, we can state that for the no-attacker conditions, the protocols holds well for the case of QoS=1. Notably here, the case where \(k > 1\) will not add any more information since the server is prompt in replying to the client and so no further calls of the client process definition are made.

Next we run the analysis with the attacker activated, which produces the following subset value of \(\phi_{atk}\), where \(k = 4\) to initiate multiple runs of the protocol:

\[
\phi_{atk} = \{x_1 \mapsto \{\}, u'_1 \mapsto \{\}, x'_1 \mapsto \{\}, y'_1 \mapsto \{\text{Publish}\}\}
\]

\[
x_2 \mapsto \{\text{Publish}\}, u'_2 \mapsto \{\text{Puback}\}, x'_2 \mapsto \{\text{Publish}\},
\]

\[
x_3 \mapsto \{\text{Publish}_{DUP}\}, u'_3 \mapsto \{\text{Puback}\}, x'_3 \mapsto \{\text{Publish}_{DUP}\},
\]

\[
x_4 \mapsto \{\text{Publish}_{DUP}\}, u'_4 \mapsto \{\text{Puback}\}, x'_4 \mapsto \{\text{Publish}_{DUP}\}\}
\]

Let us consider first the results for the second, third and fourth copies of the captured variables above. We can see from these that the attacker interferes with the protocol by consuming the Puback message. In the next two subsets, therefore, the client issues a duplicate Publish\(_{DUP}\). In both of these subsets, the attacker continues to consume the acknowledgement message and the client will continue to restart the protocol. Examining these results, we can easily see that the subscribers’ input \(x'\) has more than one instantiation of the message Publish, including when the DUP bit is set. This indicates that the message may arrive more than once at the subscriber. This result is the same for the case of analysis carried out in Reference 8, where only \(k = 3\) was considered.

However, let us now examine the first line of results. We notice from this line that the server is not able to receive the message Publish. Furthermore, we see that the attacker actually consumes this message instead from the fact that the first copy of \(y'\) is instantiated to Publish. Analysing this result we can see that neither the server nor the subscriber will be able to obtain the published message under the circumstances where the attacker decides to consume the message directly from the client (different
from the above three results, where the attacker does not consume the first message from the client to the server. In a scenario where the attacker repeatedly performs such behaviour (i.e. an isolating attacker), we conclude that the protocol for QoS = 1 does not necessarily guarantee a minimum of one delivery of the message to the subscribers, as the protocol specification claims. As the analysis results show, there is likelihood that the message may never be delivered to the subscribers. Hence, Property 7.1 cannot be elevated to a theorem as was the case in QoS = 0.

7.5.3 QoS = 2 protocol

The last protocol represents the highest level of QoS, indicated by the QoS bit setting of 2. The model of Figure 7.1 contains again the definitions of the client and the publishing server. Similar to (and for the same reasons as) the case of QoS = 1, we use two channels for the client: c for the first part ending with the sending of Pubrec and c' for the second part ending with the sending of Pubcomp.

The client process has two parts. The first could be re-iterated, which will result in the Publish message being resent with the DUP bit set in case the Pubrec message is not received from the server within a time bound of t units. Note here that the standard protocol of Reference 6 is not clear regarding the resent message. There is no explicit mentioning that the resent publish message is considered different from the original one. The assumption we make is that since DUP is set, then the resent message is a “duplicate” of the original one and therefore it is the same message.

The second part of the client process, ClientCont, is instantiated by the first part only if Pubrec is received from the server within the time bound t. In this case, it will send a Pubrel message to the server parameterised by the same message id as received in the previous message (hence we write Pubrel\(_a\)). After this, it waits for an amount of time \(t'\) for the last message from the server, Pubcomp, at which point it terminates once this message is received. If this last message does not arrive within the time bound \(t'\), it will re-call itself (i.e. the ClientCont part), which will result in the re-commencement of the protocol from the point of the sending of the Pubrel\(_a\) message. We believe the above two timed input actions model adequately the requirement “If a failure is detected, or after a defined time period, the protocol flow is retried from the last unacknowledged protocol message; either the PUBLISH or PUBREL.” [6, p. 38].

Finally, the last part of the protocol represents the server process. This process after receiving the initial publish message splits into a choice of two processes, ServerEarly and ServerLate. The main difference between these is whether the publish message is published to the subscribers before or after sending the second message of the protocol Pubrec\(_x\), which is parameterised by the message id received in the first message from the client.

The specification provides two alternatives for this case [6, p. 38]. The first follows the sequence of actions store message, publish message and delete message, whereas the second follows the sequence of actions store message id, publish message and delete message id. We term the former a late publish semantics and the latter an early publish semantics. The specification document states that “The choice of
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semantic is implementation-specific and does not affect the guarantees of a QoS level 2 flow” [6, p. 38], however, we demonstrate next in terms of the output of our static analysis that this is not generally true.

The whole server process is replicated in order to be able to receive a repeat publish message from the client in the event that Pubrec \( x \) is not received at the client within the time limit. The server process, after sending Pubrec \( x \), goes into the second part of the protocol. In this part, it listens on \( c'(v) \) or \( c'(q) \) for the incoming Pubrel message from the client. It then continues depending on the choice made earlier to either publish the message and send Pubcomp \( v \) or just send Pubcomp \( q \). In both cases, the Pubcomp message is parameterised by the message id from the received Pubrel message.

The final part now commences, which is a replicated process that again listens for the Pubrel message from the client, and once this is received, it sends another Pubcomp message back to the client. This last part of the server process is similar in both sides of the choice and it will replicate itself until the client receives successfully the Pubcomp message, at which point the client will cease re-sending Pubrel messages.

It is worth noting here that this model assumes that the implementation of the server will cater for a non-deterministic choice of both the early and late publish semantics. However, it is also possible, as we shall see in the next section, to model and analyse the server assuming only one of the two semantics of message publishing is implemented. This would be equivalent to modelling the server process as either \(!c(l).ServerLate(l)\) or \(!c(l).ServerEarly(l)\).

We now capture the delivery semantics for this protocol in terms of the following property.

**Property 7.2 (Delivery Semantics for QoS = 2).** The MQTT protocol for the case of QoS = 2 has a delivery semantics of the publish message to the subscribers of “exactly once”. \( \square \)

In the first analysis we run, the attacker is deactivated. We obtain the following subset value for \( \phi \) for \( k = 1 \):

\[
\phi = \{ z_1 \mapsto \{ \text{Publish} \}, l_1 \mapsto \{ \text{Publish} \}, x_1 \mapsto \{ \text{Publish} \}, u_1 \mapsto \{ \text{Publish} \}, y_1 \mapsto \{ \text{Pubrec}_x \}, v_1 \mapsto \{ \text{Pubrel}_u \}, x'_1 \mapsto \{ \text{Publish}, q_1 \mapsto \{ \text{Pubrel}_u \}, w_1 \mapsto \{ \text{Pubcomp}_v, \text{Pubcomp}_q \} \}
\]

The substitutions correspond to normal runs of the protocol for the two choices of the late and early publish semantics, where some values such as for \( w_1 \) combine both options. Again, in such normal conditions, increasing \( k \) over 1 does not provide any new insight into the protocol delivery semantics.

Next, we examine some of the results of the analysis when the attacker is activated. In particular, we consider the case of early publish semantics where we analyse in the context of the server \( !c(l).ServerEarly(l) \) (i.e. the server always makes the choice of the ServerEarly process) and the simple attacker model \( (c(y') + c'(u')) \). We obtain
the following subset of the results, with $k = 2$:

$$\phi_{\text{atk}1} = \{x_1 \mapsto \{\text{Publish}\}, x'_1 \mapsto \{\text{Publish}\}, y'_1 \mapsto \{\text{Pubrec}_c\}, x_2 \mapsto \{\text{Publish}_{\text{DUP}}\}, x'_2 \mapsto \{\text{Publish}_{\text{DUP}}\}, y_1 \mapsto \{\text{Pubrec}_c\}, q_1 \mapsto \{\text{Pubrel}_a\}, w_1 \mapsto \{\text{Pubcomp}_a\}, \ldots\}$$

We focus on this interesting subset as it represents a single interference case by the attacker (since $k = 2$). The attacker manages to consume the Pubrec message ($y'_1 \mapsto \{\text{Pubrec}_c\}$) before the client does so. As a result, the first part of the protocol is repeated and hence, in addition to the initial publish message ($x'_1 \mapsto \{\text{Publish}\}$), this leads to a second instance of this message to be announced to the subscribers ($x'_2 \mapsto \{\text{Publish}_{\text{DUP}}\}$). The second instance then continues as normal, leading to $y_1 \mapsto \{\text{Pubrec}_c\}$.

Next, we re-apply the analysis to the case of the full server model and the simple non-replicated attacker model, where again we set $k = 2$ for simplicity:

$$\phi_{\text{atk}2} = \{x_1 \mapsto \{\text{Publish}\}, x'_1 \mapsto \{\text{Publish}\}, y'_1 \mapsto \{\text{Pubrec}_c\}, x_2 \mapsto \{\text{Publish}_{\text{DUP}}\}, y_1 \mapsto \{\text{Pubrec}_c\}, q_1 \mapsto \{\text{Pubrel}_a\}, x'_2 \mapsto \{\text{Publish}_{\text{DUP}}\}, w_1 \mapsto \{\text{Pubcomp}_a\}, \ldots\}$$

This subset of the analysis results represents another case of the attacker interfering with the protocol. Unlike the case of the first attack, a different choice of the publish semantics is made here in terms of the re-transmission of first part of the protocol. Here, we find that the Pubrec$_c$ acknowledgement message sent by the server is captured by the attacker after an early publish semantics choice is taken involving announcing the publish message to the subscribers (by means of $x'_1 \mapsto \{\text{Publish}\}$). This failure in delivering Pubrec$_c$ to the client causes a restart of the protocol, however, in this case a different choice is made with the late publish semantics. Continuing with this run, the second part of the protocol causes the duplicated publish message $\text{Publish}_{\text{DUP}}$ to be announced again to the subscribers. Note that this attack would not be possible if either ServerLate or ServerEarly process only is adopted, but not a choice of both.

These anomalies in the case of QoS = 2, particularly those arising from $\phi_{\text{atk}2}$, were raised as an OASIS issue number MQTT-209 [33] for version. An old paragraph in the specification document [6, p. 38] stated that “The choice of semantic is implementation specific and does not affect the guarantees of a QoS level 2 flow”, and as a result of the above results the latest specification of the protocol has been revised to avoid the ambiguity issue [11, p. 55]: “The choice of Method A or Method B is implementation specific. As long as an implementation chooses exactly one of these approaches, this does not affect the guarantees of a QoS 2 flow”.

### 7.6 Client/server timed input failures

So far, we have analysed the MQTT protocol under assumptions that both the client and server do not fail, that is, the loss of messages is entirely a result of communication interferences from the network attacker in its various definitions. Here, we consider
the case when both clients and servers fail, and without the presence of the attacker, to analyse the effects of such failures on the protocol.

We use our timed inputs as a mechanism to express failures. More specifically, we define our notion of failure as follows.

**Definition 7.1.** A failed input is defined as a 0-timed input, \( \text{timer}^0(x(y), P, Q) \). This failure will cause the input action to never take place leading to \( P \), and instead the alternative process \( Q \) will always be chosen.

We limit ourselves in this chapter to such clear failures as in the above definition and avoid *semantic failures*, where for an ideal (correct) time value of \( t \), the input \( \text{timer}^{t'}(x(y), Q, P) \) is defined such that \( t' \neq t \) and \( t' > 0 \). Such failures require more in-depth analysis of the requirements and design of the system incorporating the MQTT protocol to determine what the right value for \( t \) is.

We consider next the impact of input failures on the QoS cases.

### 7.6.1 The case of QoS = 0

For this case, considering the model of Figure 7.1, the server is the only process that can fail in the above manner since it is the only process that performs an input. We could model this failure in the new server process as follows:

\[
\text{Serverfail} \stackrel{\text{def}}{=} \text{timer}^0(c(x), \text{pub}(x), 0)
\]

which results in a failed server, which can never accept the initial message from the client containing the data to be published, *Publish*. This failure can be seen as a denial of service (literally) and would be equivalent to the presence of a passive attacker that repeatedly consumes the client’s message without relaying it through to the server. Even in the presence of such failure, the semantics of the protocol in the case of QoS = 0 remains intact as specified in Reference 6.

### 7.6.2 The case of QoS = 1

In the case of QoS = 1, there are both possibilities that the client and server processes fail. For the case of the client process, \( t \) could be set to 0 in the definition of Figure 7.1 as follows:

\[
\text{Clientfail}(z) \stackrel{\text{def}}{=} c(z).\text{timer}^0(c'(y), \text{Clientfail}(\text{PublishDUP}))
\]

With such failure in the client process, the client ends up iteratively generating the published message without considering the reply from the server. This amounts to a client with “spammy” behaviour, which will have impact on the server’s resources, as the server will repeatedly attempt to reply back to the client’s publish messages and possibly keep client connections open, hence draining its resources.

On the other hand, the server itself may incorporate a timed element in its input action that can also fail:

\[
\text{Serverfail} \stackrel{\text{def}}{=} !\text{timer}^0(c(x), \text{pub}(x).c'(\text{Puback}), 0)
\]
This is equivalent to a server that is experiencing downtime (similar to the case of \( \text{QoS} = 0 \) above), unable to provide any interactions with the clients.

If we have both the client and server experiencing input-failures, then the effect will be again a spammy client attempting to publish messages to a failed server. The only impact here would be on the communication infrastructure as the useless messages from the client would consume bandwidth needlessly.

7.6.3 The case of \( \text{QoS} = 2 \)

This case introduces a complex failure analysis problem into the discussion. This is due to the fact that the number of possible failed sub-processes in the definition of the protocol for the case of \( \text{QoS} = 2 \) is \( 4 \) (i.e. the processes that contain input actions, \( \text{Client}, \text{ClientCont}, \text{ServerLate} \) and \( \text{ServerEarly} \)). For the two client processes, \( \text{Client} \) and \( \text{ClientCont} \), there are four possible definitions:

\[
\begin{align*}
\text{Client}_{\text{fail1}}(z) & \overset{\text{def}}{=} \overline{\text{c}}(z).\text{timer}^0(c(y)).\text{ClientCont}(y), \text{Client}_{\text{fail1}}(\text{PublishDUP}) \\
\text{ClientCont}_{\text{fail1}}(u) & \overset{\text{def}}{=} \overline{\text{c}}(\text{Pubrel}_u).\text{timer}^0(c(w), \text{ClientCont}_{\text{fail1}}(u)) \\
\text{Client}_{\text{fail2}}(z) & \overset{\text{def}}{=} \overline{\text{c}}(z).\text{timer}^0(c(y)).\text{ClientCont}(y), \text{Client}(\text{PublishDUP}) \\
\text{ClientCont}_{\text{fail2}}(u) & \overset{\text{def}}{=} \overline{\text{c}}(\text{Pubrel}_u).\text{timer}^0(c(w), \text{ClientCont}(u))
\end{align*}
\]

which are created by setting \( t = t' = 0 \). The first two processes call internally also failed versions of themselves, whereas the second two definitions call non-failed versions. The call to \( \text{ClientCont} \) from within \( \text{Client} \) has no choices as this call is part of the failed input action meaning it will never take place. On the other hand, the two server subprocesses also have two possible failures for each one of them:

\[
\begin{align*}
\text{ServerLate}_{\text{fail1}}(x) & \overset{\text{def}}{=} (\overline{\text{c}}(\text{Pubrec}_c).\text{timer}^0(c'(v)).\overline{\text{pub}}(x).\overline{\text{c'}}(\text{Pubcomp}_q). \\
& \quad !((c'(v')).\overline{\text{c'}}(\text{Pubcomp}_q))) \\
\text{ServerLate}_{\text{fail2}}(x) & \overset{\text{def}}{=} (\overline{\text{c}}(\text{Pubrec}_c).c'(v).\overline{\text{pub}}(x).\overline{\text{c'}}(\text{Pubcomp}_q). \\
& \quad !(\text{timer}^0(c'(v')).\overline{\text{c'}}(\text{Pubcomp}_q))) \\
\text{ServerEarly}_{\text{fail1}}(x) & \overset{\text{def}}{=} (\overline{\text{pub}}(x).\overline{\text{c}}(\text{Pubrec}_c).\text{timer}^0(c'(q)).\overline{\text{c'}}(\text{Pubcomp}_q). \\
& \quad !(c'(q')).\overline{\text{c'}}(\text{Pubcomp}_q))) \\
\text{ServerEarly}_{\text{fail2}}(x) & \overset{\text{def}}{=} (\overline{\text{pub}}(x).\overline{\text{c}}(\text{Pubrec}_c).c'(q).\overline{\text{c'}}(\text{Pubcomp}_q). \\
& \quad !(\text{timer}^0(c'(q')).\overline{\text{c'}}(\text{Pubcomp}_q)))
\end{align*}
\]

These server failure cases represent one of three options for each one, where the last option is redundant and hence not considered:

- \( \text{ServerLate} \) (resp. \( \text{ServerEarly} \)) fails on first input \( c'(v) \) (resp. \( c'(q) \))
- \( \text{ServerLate} \) (resp. \( \text{ServerEarly} \)) fails on second input \( c'(v') \) (resp. \( c'(q') \))
- \( \text{ServerLate} \) (resp. \( \text{ServerEarly} \)) fails on both first and second inputs \( c'(v) \) and \( c'(v') \) (resp. \( c'(q) \) and \( c'(q') \)). This last case is redundant as the failure in the second input is subsumed by the failure in the first input.
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Considering all the above failed versions of the client and server processes for the case of QoS = 2, the number of possible combinations of these is $2^8 = 256$, which requires a complex failure analysis.

7.7 Discussion

From the results of the abstract interpretation of all the cases of QoS in the previous sections, we can see that the attacker is always capable of getting hold of the message Publish as a result of the attacker being capable of interfering with the communications between the client devices and the servers (brokers). In the case that the published messages are deemed to have some level of secrecy or confidentiality, then the attacker would be compromising this secrecy. In the specification that we considered for the protocol, the channel of communication $c$ is not considered to be private nor encrypted. A private channel would imply some resistance to external interference, for example, by means of some trusted communication hardware module, and the use of encryption as suggested in the MQTT specification can be handled by means of an SSL-based solution, though this would compromise the lightweight nature of the protocol.

In the case of a more active attacker, such as the following one:

$$\text{Attacker}() \overset{\text{def}}{=} !((c(y') + c'(u')) \mid !\langle\bar{c}(\text{msg})\rangle + \bar{c}'(\text{msg}))$$

it would be possible to send any locally defined messages, msg, in order to disrupt the flow of the protocol and cause incorrect data to be published to the server. More specifically, if $\text{msg} \neq \text{Publish}$, then the published data will have no integrity. In fact, it is not difficult to see that if $\text{msg} = \_\_\_$, where \_\_\_ is an empty string, then the QoS = 1 claim of “at least once delivery” is again undermined from message integrity perspective as the message delivered is always an empty string (despite the fact that there is a message being delivered). This is because running the analysis produces the following result:

$$\phi_{atk} = [x_1 \mapsto \{\}, u'_1 \mapsto \{\}, x'_1 \mapsto \{\}, y'_1 \mapsto \{\text{Publish}\},$$
$$x_2 \mapsto \{\_\_\_\}, u'_2 \mapsto \{\text{Puback}\}, x'_2 \mapsto \{\text{Publish}\},$$
$$x_3 \mapsto \{\_\_\_\}, u'_3 \mapsto \{\text{Puback}\}, x'_3 \mapsto \{\text{PublishDUP}\},$$
$$x_4 \mapsto \{\_\_\_\}, u'_4 \mapsto \{\text{Puback}\}, x'_4 \mapsto \{\text{PublishDUP}\}]$$

This problem can be solved again by means of concealing the communication channel $c$ or digitally signing messages sent over $c$ to preserve their integrity and source authenticity.

Both of the above two issues, that is, secrecy and integrity/authenticity of messages appears in the analysis of Section 7.5 at the client-server end of communications. However, this is by no means the only part where this issue may appear. Consider, for example, a further enhancement of the definition of the attacker:

$$\text{Attacker}() \overset{\text{def}}{=} !((c(y') + c'(u') + pub(r)) \mid !\langle\bar{c}(\text{msg})\rangle + \bar{c}'(\text{msg}) + \bar{\text{pub}}(\text{msg}))$$
In this case, the attacker is also capable of sending and receiving messages on the channel intended for communications between the server and the topic subscribers (i.e. applications) through the use of the \textit{pub} channel. The analysis of the model of MQTT under such an attacker reveals:

\[
\phi_{atk} = \{x_1 \mapsto \emptyset, u'_1 \mapsto \emptyset, x'_1 \mapsto \emptyset, y'_1 \mapsto \{\text{Publish}\}, x_2 \mapsto \{\text{Publish}\}, u'_2 \mapsto \{\text{Puback}\}, x'_2 \mapsto \{\_\}, x_3 \mapsto \{\text{Publish}_\text{DUP}\}, u'_3 \mapsto \{\text{Puback}\}, x'_3 \mapsto \{\_\}, x_4 \mapsto \{\text{Publish}_\text{DUP}\}, u'_4 \mapsto \{\text{Puback}\}, x'_4 \mapsto \{\_\}\}
\]

Where the message sent by the attacker over the \textit{pub} channel is assumed to be the null message \_. Again this channel could be concealed or rendered secure using cryptography if messages exchanged over it are to be kept out of the attacker’s sight.

In the case of an attacker that only exercises input capabilities, example:

\[
\text{Attacker}() \overset{\text{def}}{=} !(c(y') + c'(u') + \text{pub}(r))
\]

The most pressing issue will be denial of service by means of message losses. It is easy to see that such an attacker is capable of wiping out any communicated messages:

\[
\phi_{atk} = \{x_1 \mapsto \emptyset, u'_1 \mapsto \emptyset, x'_1 \mapsto \emptyset, y'_1 \mapsto \{\text{Publish}\}, x_2 \mapsto \emptyset, u'_2 \mapsto \{\text{Puback}\}, x'_2 \mapsto \{\_\}, x_3 \mapsto \emptyset, u'_3 \mapsto \{\text{Puback}\}, x'_3 \mapsto \{\_\}, x_4 \mapsto \emptyset, u'_4 \mapsto \{\text{Puback}\}, x'_4 \mapsto \{\_\}\}
\]

We demonstrated how such an issue can arise in the specific case of QoS = 1, where a passive attacker with replicated input capabilities will undermine the guarantee that the protocol delivers the published messages “at least once” to the relevant topic subscribers. It is worth noting here that this issue can occur again for all QoS levels on the server-subscriber side of communication.

Future research will be focused on studying the properties of the protocol under more aggressive attacker models and we plan to propose refined versions of the protocol, including the use of lightweight cryptography in scenarios where authentication of the small devices is required. In Reference 34, initial experiments have proven that it is possible to have an authentication/authorisation solution for an MQTT system based on OAuth 2 [35]. In addition, although we carried out a simple modification to the QoS = 2 case that removes the duplicated publish message vulnerability, we would like to further investigate in-depth additional mechanisms for improving further the protocol. This would call for more automated approaches, namely using any of a number of automated verification tools that exist in the literature, for example, References 36–41.
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Chapter 8
Securing communications among severely constrained, wireless embedded devices
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Summary
The goal of this chapter is to present the ideas and concepts of the EU-FP7 SMART-CITIES project “RERUM” with regards to improving the communication security in Internet of Things (IoT)-based smart city applications. The chapter tries to identify the gaps in previous IoT frameworks with regards to security and privacy and shows the advances that RERUM brings to the IoT community with its significant focus on embedded device functionalities. The goal of the RERUM secure communications framework is to provide light-weight solutions so that they can be applied even in the very constrained IoT devices. Solutions for lightweight encryption (based on the relatively new theory of Compressive Sensing), on transport-layer security (based on DTLS) and on integrity verification of data (using on-device signatures) are presented in detail, discussing their applicability and the benefits they bring to IoT.

8.1 Introduction
The Internet of Things (IoT) is considered to be an important factor of economic growth. This massive network of heterogeneous devices (or interchangeably: machines, things, and objects) is becoming part of peoples’ everyday lives and will continue penetrating our day-to-day activities, as smart devices become ubiquitous. This idea of “ubiquitous computing” stems from Mark Weiser, who in 1991 presented several use cases which are still open today and in his time they were considered as “science fiction” [1]. Use cases like the alarm clock that asks the user if she wants coffee and then the coffee maker prepares it or the window that shows the weather forecast for today are only nowadays considered possible with the latest advances of the IoT technologies.

Due to the wide range of possible applications that it can support, the IoT has gained much research attention in the last few years. Everyday objects (e.g. chairs,
windows, fridges, books, tables, cars, houses, and trees) are interconnected, communicate with each other, exchange the information they sense, and thus become “smart” equipped with intelligence. However, users and service providers are reluctant to exploit this IoT potential without assurance for the safety of their private information. Why would someone spend money to buy and install an IoT-based home automation system, if his neighbors or any potential burglars would be able to identify when he is at home, what type of devices he has or hack his door and enter the house without any obtrusion? Why would someone use a crowdsourcing application for traffic monitoring if the system would be able to track him and know his location at any given time? Why would someone use smart health products for monitoring his vitals if he is not sure that his health-related information would not be sent to his insurance company to influence the amount of money he pays for his insurance?

With the number of interconnected smart devices increasing exponentially (reports estimate that 50 billion devices will be connected to the Internet by 2020 [2]) new security and privacy issues arise, regarding confidentiality, data integrity, information privacy, and safety. Although there is a lot of work in the literature for handling these issues in standard communication networks and systems, it is not easy to apply existing techniques to IoT systems. The main issue arises from the fact that the IoT does not include only mobile phones, standard laptops, PCs, etc. which are standard communication systems, but it includes mainly devices that are constrained in terms of computational power, memory, and energy, that are standard wireless sensor platforms. Thus, existing sophisticated and standard security/privacy solutions cannot be easily applied on IoT systems with constrained devices.

Security and privacy in the IoT have only recently received a lot of attention, as the technologies become mature to be commercialized. However, the complexity of existing security/privacy solutions for the standard Internet and the resource constraints of the IoT devices are the main reasons for not embedding any type of security/privacy mechanisms on the devices (until recently). Many recent reports indicate a clear lack of security mechanisms for the communication of smart devices that are utilized currently by IoT applications [3–5]. The lack of security mechanisms can result to a number of threats for the users, mostly related with the privacy of their personal information (e.g. health information, name, location, even credit card numbers), the provision of unauthorized access to the systems of the users (even their houses if they are managed by home automation systems) or in extreme situations to affect the health of the users (e.g. if the window actuator malfunctions and closes suddenly hitting the user). From the latter example, it can be seen that security threats in IoT systems can be initiated not only by malicious users, but also from malfunctioning devices.

Thus, in addition to the need to deploy existing sophisticated standard security and privacy solutions in the unconstrained world, the constrained nature of IoT poses itself an additional challenge. This chapter aims to give some ideas and to propose a basic framework for communication security in IoT, focusing on solutions that can be easily implemented on constrained embedded devices.
8.2 Related work

To ensure that an IoT system protects the user’s data and the user safety, a number of cross-layer security, privacy, and trust mechanisms have to be taken into account from the design phase [6]. Furthermore, end-to-end security and privacy is needed to ensure strong data protection across all the involved technologies and communication systems that are used to transfer the information from the device to the application [7].

Indeed, due to the fact that IoT systems can involve a number of heterogeneous technologies, the communication layer is one of the main elements that have to be protected from attacks. As it is described in Reference 8, attacks in the communication channel are quite severe because they can result to data loss (either due to interference/jamming or intermediate nodes dropping packets), tampering of data (altered by intermediate malicious hops) or replay attacks. All of these affect the integrity of the data that are used in the IoT applications and can degrade the trustworthiness and the reliability of the overall system.

As explained before, not much work has been done in the areas of communication security and privacy in IoT. This is also proved by the focus of the previous EU-funded IoT projects, which was mainly in the areas of interconnecting systems, analyzing and processing data and exposing services. IoT-A [8] had defined a Security Functionality Group that ensures the security and privacy of an IoT system, but with a focus on authentication, authorization, identity and key management and trust. Regarding secure communications, IoT-A focused on a framework for key exchange and management to allow the secure distribution of keys between devices. In i-Core [9], the security-related focus was on enhanced access control using context-awareness and not on communication security or on embedded security on IoT devices. BUTLER [10] had overall a more device-oriented focus compared with other IoT projects, but it’s communication security focus was limited on authorization and device authentication. IoT@Work [11] had a cross-layer security component which also included device integrity assurance and network access control, applying also some configuration on network devices. OPENIOT [12] also focused only on service-based authorization, authentication, access control, and identity management. COSMOS [13] is working on hardware embedded security functionalities, however, the proposed mechanisms are not lightweight for standard IoT devices and thus the selected hardware device is a relatively powerful XILINX ZC702 [14]. SMARTIE [15] is also working on authentication, authorization, and on device-oriented topics such as secure storage, but without supporting Datagram Transport Layer Security (DTLS) for securing the Constrained Application Protocol (CoAP) communications.

It is evident from the above, that the main focus of the IoT community was limited on the service-oriented security functionalities for authentication, authorization, and access control. The target of RERUM is to try to secure also the “last mile”, namely the communication between the IoT gateways and the constrained devices. The key functionalities presented below are (i) Compressive Sensing (CS)-based encryption, (ii) DTLS-based secure communication, and (iii) integrity protection using on device signatures.
Several contributions have studied CS encryption strength, most of them focusing on the computation secrecy of this scheme. The authors in Reference 16 investigate CS encryption strength for two different types of attacks. For the brute-force case, they show that the complexity of this attack is in the order of $O(N(1/2))$. For the sparsity-related attack, an attacker has to check all possible column combinations of the measurement matrix, something that requires extensive resources, making this attack infeasible. In [17], the authors show that when an attacker decrypts the ciphertext using a wrong measurement matrix, then, the sparsity over the decrypted plaintext is higher than the sparsity of the original one. A multi-class CS encryption scheme is described in Reference 18 where legitimate receivers gain multi-level confidential access based using different measurement matrices.

With the advent of elliptic curve based cryptography (ECC) it was possible to have constrained devices generate signatures, which was not really feasible with RSA based schemes. ECC was presented already in 1986 independently by Miller [19] and Koblitz [20]. Implementation for wireless sensor networks (WSNs) exist, e.g. TinyECC [21], NanoECC [22], or NIST’s ECClight [23]; and they have been further optimized [24]. Besides Ayuso et al.’s work [24], the 160-bit curve implementation by Kern and Feldhofer [25] or the very lightweight ECC-based construction for authentication of Braun, Hess, and Mayer [26] on radio-frequency identification (RFID)-type devices are all examples showing that ECC is a very good candidate for constrained devices. As the ECC curves previously standardized by NIST have been criticized [27] new curves are en route to standardization, e.g. the signature algorithm named ed25519 [28]. In general, ECC has shown to be usable in software implementations, and is well supported in today’s recent IoT hardware platforms [29–31].

8.3 Secure communications for the IoT

In this chapter, the focus is on the communication layer of IoT. We present a framework that can be used for enhancing the communication security and is especially built upon the requirements of networks of constrained devices. We have to note, that in this work, we assume that security includes the concepts of confidentiality and integrity (including authentication and origin) of the information exchanged between constrained IoT devices over a wireless network (of any technology). We start by describing from a forensic examiner’s perspective the security issues of the constrained devices and the resulting problems on the IoT applications. Then we present three main communication security techniques as they have been developed in the FP7-SMARTCITIES project RERUM [6, 32]: (i) a lightweight encryption technique using the CS theory [33], (ii) the integrity protection of the data by signing the data to be transmitted from the constrained devices using digital signatures, and (iii) a security mechanism using the DTLS protocol.

The proposed techniques can work either as standalone, separately from each other, or as an integrated communication security framework providing maximum security and protection.
In Figure 8.1, integration of these techniques and the order they can be applied for the transmission of data from one device to another (or the gateway) is depicted. Figure 8.1 is split into layers; the upper part shows the sender device and the lower part shows the receiver. We assume to have a scenario where the IoT device includes one (or more) sensors that gather measurements monitoring the attributes of a physical entity (in the IoT-A terminology [8]), meaning, e.g., the temperature of a room, the status of a window, the energy consumption of the fridge, etc.

Let us assume that in our case, the scenario includes a device with a sensor that monitors the temperature of the living room in a household and is used for managing the air conditioning system. The device transmits periodically the measurements to the gateway. Several attacks on the integrity of the temperature measurements can take place in such scenario, e.g. a malicious user can (i) alter the readings, sending higher temperature values, so that the air conditioning tries to make the room colder or (ii) intercept the temperature values trying to identify the presence of the inhabitant in the room (e.g. when there is a person in the room, the temperature of the room may rise).

The proposed framework can mitigate these attacks by introducing confidentiality and integrity mechanisms on the constrained devices. As depicted in Figure 8.1, the process that is followed for the transmission of the data starts with the encryption of the data using the CS theory. This technique achieves simultaneous encryption and compression of the data, contributing also to the extension of the lifetime of the IoT devices due to the fact that they perform a much smaller number of transmissions, thus consuming less energy. Then, after the encryption, the packets to be transmitted are signed using i.e. classical signatures like Elliptic Curve Digital Signature Algorithm (ECDSA) [34], group signatures [35], or malleable signatures [36]. This will provide authentication and integrity protection, ensuring that any modification of the
measurements by unauthorized intermediate nodes will be identified and the modified data will be discarded and not allowed to affect the system's decisions. Finally, the data are being handled by DTLS, which is a cryptographic protocol protecting both the integrity and the confidentiality of the data. Using DTLS again on data that is already encrypted and signed might sound like a repetition, but one shall note that DTLS protects communication channels, and CS and signatures protect the messages regardless if they are in-transit over a communication channel or at rest.

At the receiver side, the opposite order is followed and after DTLS the integrity of the data is verified and if this step is successful then the CS decryption module decrypts and decompresses the data forwarding them to the data handling module (which can be either a service or the routing protocol to forward the data to the IoT middleware, the applications or another device). Of course, the order of these techniques is not fixed and it is left as a design choice of the system administrator, meaning that e.g. the measurements can be first signed one by one and then encrypted and transmitted using DTLS. The order of the application of the techniques does not normally affect the resulting improvement in the security of the framework.

In Figure 8.2, the application of these techniques on the various components of an IoT infrastructure is presented. As it can be seen, the one end of these mechanisms exists on the constrained IoT devices. This means that the encryption of the data using CS, the signing of the data and a part of DTLS are lightweight enough to be running on the constrained devices. Now, the receiving part of DTLS runs mostly on the Gateway (or the destination IoT device in a single hop transmission), although it can also be an end-to-end protocol.

The decryption of the CS-based measurements can be done in various places, according to the design choice of the system administrator. The optimal solution would be to have it on the gateway (which is considered as trusted) so that an adaptive CS-based framework (as the one proposed in Reference 37 can be applied easily without increasing the overall backbone signaling. However, the decryption can also be done in the middleware if the administrator wishes to minimize the complexity of the gateway. In an extreme scenario, the decryption can also be done on the application in order to maximize the protection of the user data that are transmitted (so that no component of the system can identify these data).

Similarly, for the integrity verification, several different options are possible. It can be performed on the gateway, to ensure that all modified data will be discarded at the earliest possible step and improving the reliability of the system, avoiding modified data to be transmitted in the backbone system. Furthermore, the verification can be done on the middleware for reducing the complexity of the gateway. Finally, if the administrator wishes to have end-to-end data integrity protection, the verification can be indeed done also on the applications.

A more thorough analysis of the techniques follows in the next sections of this chapter, discussing in detail the IoT-specific problems they try to solve and how they succeed it being embedded on the constrained IoT devices. However, in order to give an in depth analysis of why it is important to have an embedded security on the devices, the next section provides some results of digital investigations for networks of severely constrained embedded devices, bringing out some of the vulnerabilities of
those networks providing insight on the amount of information that is stored and can be retrieved from devices of this nature by using relatively simple methods and tools.

8.4 Digital investigations for the IoT

Following the discussion in the previous paragraphs and as the number of smart devices keeps increasing, so does the likelihood of malicious activity targeting those devices. Should an attack take place, post-incident forensic analysis can reveal information about the state of the device and network at the time of the attack and ultimately provide clues about the tools used to implement it, or about the attacker’s identity. Law Enforcement Agencies (LEAs) currently do not have this capability, which is the topic of ongoing academic research [38].

Here, we focus on TCP/IP-based networks of severely constrained wireless embedded devices. IPv6 over Low Power Wireless Personal Area Networks
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(6LoWPANs) [39] and related Internet Engineering Task Force (IETF) specifications [40, 41] have made it possible to use IPv6 in networks of this nature. For those deployments, the IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [42] is the de-facto standard for routing.

The adoption of protocols of the TCP/IP family has made those networks vulnerable to new security threats. For instance, the Internet Control Message Protocol Version 6 (ICMPv6) is used to perform key functions in IPv6 networks, one of which is Neighbor Discovery (ND). IPv6 ND’s security vulnerabilities have been previously documented [43, 44], while a detailed overview of 6LoWPAN security threats and countermeasures is presented in Reference 45.

Additionally, RPL itself has vulnerabilities that have been discussed by the research and standardization communities: It is susceptible to selective forwarding, wormhole and sinkhole attacks [46–49], which can result in loss of data integrity, availability, and confidentiality. The RPL specification defines some security countermeasures aiming to achieve confidentiality, integrity, and replay protection [42]. Possible solutions have also been contributed by the academic community, such as VeRA [46]. However, these mechanisms are not widely adopted yet. For instance, the RPL implementation in the Contiki open source operating system for the IoT does not support any of them. Among the possible causes are problems with RPL’s complexity and implementability, some of which have been previously documented [50]. Additionally, some of RPL’s security services rely on the Advanced Encryption Standard (AES). Due to processing constraints of nodes forming 6LoWPANs, there is no well-established method for key negotiation and agreement. Recent research has demonstrated the feasibility of elliptic curve-based approaches [51].

To further clarify the motivation for digital investigation capability for 6LoWPANs, we use as an example the GINSENG research project. Its outputs demonstrated that it is possible to use a WSN of Contiki-powered nodes to control mission-critical applications in an operational oil refinery [52]. Even though this effort used a bespoke network stack, the control systems industry has been considering a move to open standards, such as TCP/IP and web technologies [53]. Thus, future adoption of 6LoWPAN for industrial automation is not inconceivable. This technological advancement opens up the likelihood of injury or loss of life due to device malfunction or malicious activity. If this were to occur, investigating LEAs should be capable to discover forensic evidence in order to link an attack with the perpetrator.

Conceptually, post-incident analysis of an attack against a 6LoWPAN can be broken down into a number of complementary activities:

1. Analysis of devices forming the network,
2. Analysis of the network’s traffic,
3. Analysis of log files

For item 1, we have already published some preliminary results in Reference 38. Briefly, in that work we presented an approach for the extraction and automated analysis of random-access memory (RAM) and flash contents from a constrained wireless sensor node. Based on RAM and flash contents, we demonstrated that it is possible to automatically retrieve network-related information, such as routing table and ND
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Moreover, we demonstrated the capability to correlate information gathered from multiple devices, in order to partially reconstruct the network topology at the time of extraction. The work focused on devices powered by 8051-based, 8-bit micro-controllers running the Contiki open source Operating System for the IoT. However, it also includes an extensive discussion of how it can be extended in order to support different micro-controller architectures and different operating systems.

For item 2, our ongoing work focuses on an automated method for the post-hoc incident detection and analysis of specific 6LoWPAN-specific attacks through an examination of 6LoWPAN traffic captures. Previous work on forensic analysis of WSN traffic has predominantly relied on powerful observer nodes forming part of a WSN deployment. For instance, a network of investigator nodes has been proposed as a solution for digital investigations of wormhole attacks [54]. Those observers are responsible for capturing sensor node behavior and of forwarding this information to the network’s base station. The same work proposes a set of algorithms to analyze evidence, in order to identify collaborating malicious nodes and to reconstruct wormhole attack scenarios. In a similar fashion, it has been demonstrated that a digital forensic readiness layer can be added over a pre-deployed IEEE802.15.4 WSN [55], by the addition of powerful forensic nodes that capture all WSN data plane traffic and maintain frame authenticity and integrity. This work mainly focuses on the reduction of time and cost involved in performing a digital investigation and demonstrates the ability to collect evidence without any modification to an existing network. Powerful observer nodes with the ability to analyze traffic and detect attacks have been adopted by the work documented in Reference 56. Observers can detect various patterns, such as wormhole, black-hole, sinkhole and Sybil attacks. Only illegitimate behavior is forwarded to the network’s base station, thus reducing communication overheads. Foren6 is a recent research effort aiming to provide diagnostic and debugging capability for 6LoWPANs [57]. It is a passive monitoring tool capable of collecting information from multiple, potentially mobile sniffers. Foren6 stores a history of network state and topology changes, called versions, and provides the ability to navigate through the entire history in a post-hoc fashion through a network visualizer.

A traffic analysis tool that can identify attacks against RPL and ND in 6LoWPANs, flag events of interest and present results it to an investigator in a human-friendly format can be quite helpful. By combining an analysis of network activity with an analysis of the RAM contents of network nodes, one can reveal useful information about the events that led to a security incident.

Investigations can be further facilitated by a logging infrastructure (item 3). It is possible to log some information on devices themselves, but this has drawbacks: Limited on-device storage capacity means the logs cannot be very detailed. Furthermore, logs will be distributed across the entire deployment and correlation will need to take place. It is also possible to implement a centralized logging infrastructure, for instance by using a syslog server. In this scenario, the drawback is that logging messages would increase network traffic and the approach would not scale well with deployment size and level of required logging detail. Investigations of hybrid approaches, whereby logs are cached locally and sent to a remote location periodically, possibly in an aggregated fashion, have still not been performed and can potentially give very good results.
8.5 CS encryption

Usually, privacy and security become feasible through the use of encryption for the data exchanged between the communicating parties. Several algorithms based on public key encryption involving public and private keys (e.g. RSA [58]), provide robust encryption against unauthorized users. However, this type of algorithms require advanced resources, in terms of processing power and memory; hence, cannot be easily used by the resource-constrained sensors. On the other hand, symmetric algorithms, like the AES [59], require less computational resources and memory, as they use the same key for encryption and compression. The disadvantage of these algorithms is that a key management scheme is required for key distribution to the communicating parties.

Except the privacy and security issues, energy efficiency is also an important issue in WSNs, as sensors are often battery-operated, and they can be placed in harsh environments (e.g. [60]) where human intervention is not possible. As shown in the literature [61, 62], most of the energy spent in a sensor is due to its wireless transceiver operation. Even if the sensor is not active in a wireless communication, it still needs to receive and decode, up to a certain point, all network packets emitted by its neighboring sensors. Usually, data compression is used so as to minimize the required information for transmission, and to save energy. If security and privacy is required, often encryption follows after compression takes place. At the receiver, decryption and decompression are used, as distinct operations, to recover the initial information.

The last few years CS has appeared as a new theory that provides encryption and compression in a single step. As shown in Reference 63, if a signal has a sparse representation in one basis, it can be recovered from a small number of projections in a second basis that is incoherent with the first.

Assume that \( x \in \mathbb{R}^N \) refers to information collected by a sensor. Suppose that there is a basis \( \Psi \) of \( N \times 1 \) vectors \( \{ \psi^N_i \} \) such that \( x = \Psi b \), where \( b \in \mathbb{R}^N \) is a sparse vector with \( S \) nonzero components (\( \| b \|_0 = S \)). According to CS theory, the information contained in \( x \) can be projected using matrix \( \Phi \in \mathbb{R}^{M \times N} \), giving \( y = \Phi x \), where \( y \in \mathbb{R}^M \) is the compressed version of \( x \). As \( M \ll N \), the choice of \( M \) controls the compression rate of the original data. Furthermore, the compression rate affects the performance of CS, in terms of the reconstruction error. According to Candes et al. [63], an \( S \)-sparse signal \( x \) can be reconstructed exactly with high probability if \( M \geq CS \log(N/S) \), where \( C \in R^+ \). In any other case, there is a trade-off between the compression rate and the reconstruction error, so, in general, the higher the compression rate is, the higher this error becomes. In general, the compression/encryption using the CS principles is expressed as follows:

\[
y = \Phi x = \Phi \Psi b = \Theta b
\]

(8.1)

where \( \Theta = \Phi \Psi \). The original vector \( b \), and consequently the sparse signal \( x \) are estimated using the following \( \ell_1 \) norm convex relaxation problem:

\[
\hat{b} = \arg \min ||b||_1 \quad s.t. \quad y = \Theta b.
\]

(8.2)
Observe that the above problem is an under-determined problem with less equations than unknowns as $M \ll N$.

### 8.5.1 Computational secrecy of CS

Consider a scenario where a wireless sensor repeatedly collects sensitive data $x$, and then by using $\Phi$ encrypts these data into ciphertext $y$. Also assume that an attacker is present that passively monitors the wireless channel; thus, being able to capture the encrypted data $y$ transmitted by the legitimate sensor. The goal of the attacker is to guess $\Phi$ by examining the transmitted blocks of $y$. This attack is usually referred as *known ciphertext attack*. The attacker may try to guess $\Phi$ by forcing a brute force attack based on the ciphertexts it has collected, and searching over the values for $\Phi$ based on a step size. Then, and for each ciphertext, it creates (guesses) a matrix $\Phi'$, and it reconstructs (decrypts) $y$ to $\hat{x} = \Psi' \hat{b}$ using (8.2). At this point, the attacker can estimate, through the reconstruction process (see Reference 37 for details), the residual error that can be used as a metric of the reconstruction accuracy. If the residual error is larger than a threshold, it retries the same procedure, otherwise, it stops and assumes that it has guessed the correct matrix $\Phi$. Nevertheless, as shown in Reference 16, for this brute force attack to become feasible, the computation cost is in the order of $O(N^{1.2})$, something that makes this process too expensive.

Another type of attack against a CS crypto-system is an attack based on the symmetry and sparsity structure of matrix $\Phi$ (described in Reference 16). This attack is composed of two phases: During the first phase, the attacker tries to estimate the $t$ leading columns of matrix $\Phi$, assuming that $x$ has $t$ nonzero leading coefficients, and the corresponding coefficients in $x$ such that $\Phi_t x_t = y$. A random permutation of the corresponding positions in $x$, produces the same values of $y$. For this reason, during the second phase, the attacker has to determine the appropriate permutation, so as to find a suitable solution for the over-determined system shown in (8.2). This system has become over-determined as $t < N$. The number of possible permutations requires $C(N, t) \times t!$ possible arrangements that make this attack highly complex.

### 8.5.2 Information theoretic secrecy of CS

Information theoretic secrecy is based on the statistical properties of a crypto-system providing security even if an attacker has an unbounded processing power. Shannon [64] introduced the idea of perfect secrecy, defining that a crypto-system that achieves perfect secrecy if the probability of a plaintext conditioned on the ciphertext, is equal to the a priori probability of the plaintext, $P(X = x \mid Y = y) = P(X = x)$. Using the mutual information $I$, this can be expressed as $I(X : Y) = 0$. The mutual information is used to measure both the linear and nonlinear correlation. This is usually difficult to measure but it is a natural measure of the dependence between random
variables, considering the whole dependence structure of these variables [65]. Mutual information is computed as follows:

\[
I(X : Y) = \sum_{x \in X} \sum_{y \in Y} p_{xy}(x, y) \log_2 \frac{p_{xy}(x, y)}{p_x(x)p_y(y)},
\]  

(8.3)

where \( p_{xy} \) and \( p_x \) denote the joint probability density function (PDF) and marginal PDF, respectively.

As (8.1) shows, ciphertext \( y \) is a linear projection of plaintext \( x \) so, it is expected that no perfect secrecy can be achieved using CS for encryption. For demonstration purposes, we empirically compute the mutual information of a plaintext and its corresponding ciphertext when applying CS, for different plaintext lengths, and for various compression rates. The compression rate is defined as \( \frac{N-M}{M} \times 100 \), where \( N \) and \( M \) are the lengths of the plaintext, and the ciphertext, respectively. Observe in Figure 8.3 that as the compression rate increases, mutual information decreases; hence, higher information secrecy is achieved. This is because when the compression rate increases, ciphertext’s length becomes smaller, and linear projections are fewer, so the information leakage from the plaintext to the ciphertext reduces. Furthermore, observe that as the length of the plaintext increases, mutual information increases, because for the same compression rate, more information leakage takes place due to the linear projections.

One would assume that by compressing a plaintext using a higher compression rate, would be the ideal solution in a CS crypto-system. Nevertheless, CS performance, in terms of the reconstruction error, deteriorates as compression increases. The performance is also affected by the sparsity of the plaintext. Figure 8.4 shows...
the trade-off between the mutual information and the reconstruction error $e$ of CS, defined as $e = \frac{||x - \hat{x}||_2}{||x||_2}$, where $x$ and $\hat{x}$ are the original and reconstructed plaintexts, respectively. Compressing a plaintext using a higher compressive rate can provide higher information secrecy, however, the reconstruction error increases.

### 8.6 Digital signatures

In this section, we will give a quick introduction to the key goals of integrity and authenticity protection on the message level using digital signatures. **Integrity** is violated whenever data or a system is modified in an unauthorized way without being detected. The protection of the integrity of a message against random errors can be fulfilled by a simple checksum like cyclic redundancy check. However, in the presence of an attacker a simple checksum is not sufficient, as an attacker would recalculate the checksum for the maliciously modified message. The mechanism of choice is a so-called protected checksum, that prevents the attacker from being able to recompute the checksum to match malicious changes made [66]. The two most common forms to accomplish this are: keyed hashes, also known as Message Authentication Codes (MAC) and digital signatures. Both can be used to achieve integrity protection against random and malicious errors. To additionally gain a verifiability of origin and also induce accountability for the messages, digital signatures are required, as their base is an asymmetric key pair. Accountability on the level of individual devices

---

1 See also ISO 3309.

2 HMAC is a prominent example see RFC 6151.
is important, consider, e.g. that the home owner and the insurance company might want to know who sent the message that instructed the roof window to open during the heavy rain and caused the living room to be flooded. When the actuator on the window retains a log of the last signed commands, the signature key on the open command can be used to identify the sender.

In this section, we start with briefly defining the overall security goals and then go into the details of the challenges and suggested solutions in the light of the IoT. We conclude with a brief summary.

8.6.1 Goals of integrity protection and origin authentication

The notion of data integrity can be defined as follows:

Data Integrity: The property that data has not been changed, destroyed, or lost in an unauthorized or accidental manner. [66].

As a first line of defense, it is important to maintain this state. To run systems as complex as the IoT preventive measures are always good. However, attacks or errors can occur on any involved system or communication, e.g. during the transmission and during storage. So, it is always needed to have a second line of defense to identify if the state of Integrity has been violated. Hence, the protection mechanisms can be further distinguished into preventive and detective measures. The preventive view of Integrity protection (found for example in classic definitions from Clark and Wilson [67]) requires mechanisms that prohibit unauthorized modifications upfront. The latter fulfills its duty as it “detects the violation of internal consistency” [68].

In the remainder, we will concentrate on digital signatures which are a detective measure. Note, that for the correct and expected behavior of the IT system the reason for an unwanted modification does not matter. Altered data must become reliably distinguished from unchanged data. Note, that the Integrity notion and thus also the protection mechanisms for Integrity are not concerned with the quality of the data. If information is incorrectly captured into the system data, integrity protection will prohibit undetected modifications to this false data. This limitation of the protection scope of integrity is important to note from an IoT application’s perspective. This situation is covered by the notion of Veracity [69] introduced by Gollmann:

Veracity is the property that an assertion truthfully reflects the aspect it makes a statement about. [69]

For an IoT example take the case that someone secured all the sensor readings of the smart device with an integrity protection mechanism. Now, errors or attacks that tamper the readings are detected. However, what is not covered is if the sensed value was actually correct. The sensor could, due to a physical error, report wrong values. This data represents false information about the physical entity, hence it does not offer Veracity. However, if no tampering has happened after the wrong value was integrity protected, such the data remains not changed, it still has Integrity.
A digital signature scheme (DSS) is based on asymmetric cryptography. Like in asymmetric encryption, two – related – keys are involved: the secret signature creation key and a related public verification key. The important algorithms of DSS implement the two functionalities: Sign and Verify. The “sign” algorithm takes the secret signing key and the message and generates a signature value. The “verify” algorithm takes the signature value, the message, and the public verification key to obtain the result. If the result is positive, this means that the signature is valid. A secure DSS is correct, meaning that for any correctly signed data the signature over the unchanged data must verify as valid. In turn, this yields two things: First, the data has not been altered according to an integrity policy and second, the signature value has been created involving the secret key corresponding to public key used for verification. To hold the DSS needs to offer unforgeability; EUF-CMA [70] is an adequate model for this.

If a trusted link between an entity (a human user, a device or also a service\(^3\)) and the public verification key exists, a valid signature on a message implies that the message originated at the entity. This gives origin authentication and can be used to build entity authentication protocols [71]. The reason why other methods, not based on asymmetric keys, miss authenticity of origin is that in a symmetric key based integrity check the verifier needs to know the secret that was used to generate the integrity check value.

The most widely known algorithms are ECDSA (based on elliptic curves) and DSA (based on RSA). Hence, in theory the verifier, as well as the “signer”, can generate a valid keyed hash for any message.

### 8.6.2 Technical challenges and solutions for integrity and origin authentication in the IoT

Without claiming completeness, we would like to highlight the following challenges, not ordered in any specific way, and give a hint on how they could be solved technically:

- Challenge 1: constrained devices.
- Challenge 2: loosely coupled system (data gets stored in databases, message queues, and the next step is done later).
- Challenge 3: heterogenous interconnected devices need to work smoothly together.
- Challenge 4: setting up keys and trust relationships.
- Challenge 5: privacy.

Note, there might be still more problems, and also the technical solutions proposed here are just meant as a starting point and no complete survey of all existing and appropriate techniques.

\(^3\)“System entity – an active part of a system – a person, a set of persons (e.g. some kind of organization), an automated process, or a set of processes – that has a specific set of capabilities.” [66]
8.6.2.1 Solution 1: constrained devices require efficient implementations of efficient cryptographic primitives like ECC

Overall, ECC currently presents itself to be usable in software implementations, and is well supported in today's recent IoT hardware platforms [29–31]. ECC was presented already in 1986 independently by Miller [19] and Koblitz [20]. NIST has standardized the ECDSA in 2000 [72]. Implementation for WSNs exist, e.g. TinyECC [21], NanoECC [22] or NIST's ECCLight [23] and have been further optimized [24]. As another example of how ECC is the perfect candidate for constrained devices, besides Ayuso et al.'s work [24], take the 160-bit curve implementation by Kern and Feldhofer on an RFID-type like devices [25] or the very lightweight ECC based construction for authentication of Mayer and Hess [73]. NIST's curves have been criticized [27] and the proposal by Bernstein, which is additionally claimed to be less problematic for implementers, named Curve25519 with the signature algorithm named Ed25519 is currently en route to standardization [28].

In this light, we assume ECC signature generation and verification to be a good choice.

8.6.2.2 Solution 2: loosely coupled system requires message-level integrity

IoT sensory information gathered by the devices and the data is forwarded to other devices or to the backbone servers. In a loosely coupled system, the data is not immediately processed, but often it is stored in message queues to be picked up later by applications to achieve the desired functionality. For example, assume a device with the thermistor to continuously push his readings into a message queue on a cloud server. Asynchronously, this message queue is read by several different applications.

The protection of the integrity for those type of loosely connected systems can be achieved by message-level protection mechanisms. Using cryptographically secure DSSs allows verifying that data was not modified in unauthorized ways. Additionally, you can use a DSS to gain origin-authentication knowing which entity, hence which device, signed the data. Of course, if for privacy reasons this fine-grained identifiability is not wanted or permitted, than other cryptographic primitives are needed, e.g. like group-signatures [74].

8.6.2.3 Solution 3: heterogenous interconnected devices need to work smoothly together requires standardizing formats and algorithms

The goal must be to apply integrity protection to the data at the earliest point, i.e. at the device [6], in an end-to-end fashion, all the way downstream to the latest point possibly in the IoT data processing chain. That means that some intermediary devices/nodes might not understand the integrity protection as they see no need to check it. As Figure 8.2 depicts, the MiddleWare or the GateWay might, but need not be the ones who verify the integrity. Hence, this requires that adding security
by adding the digital signature to the data, shall not break existing workflows. As from Challenge 2, we already know that the protection of integrity must be on the message level, e.g. each temperature reading carries a signature. So nonsignature aware processing steps for the data in the IoT value chain shall still be able to access the data that contains the signature in the same manner as if it would not be signed.

Assuming that the currently wide spread use of JavaScript Object Notation (JSON) as a transport format, e.g. for CoAP [75], one solution is to add the digital signature as (one or more) additional element(s) into the JSON object that the sensor emits [76]. How the signature gets encoded must be standardized. We would like to point to existing work done in the non-constrained world, e.g. JSON Web Signature (JWS) [77] that is currently discussed in IETF’s JOSE working group as an draft. Also you might want to look at CBOR aimed for small code size and small message size described in RFC 7049 [78]. This is used by the IETF’s working group COSE [79] to slim down JOSE. To the best of the authors knowledge there is still no agreed solution and future work to do regarding initial ideas,\(^4\) and then the still open standardization of a suitable format for the IoT domain. Also for each curve algorithm\(^5\) the keys must be represented in an interchangeable format. ECC can be put in X.509 certificates, see e.g. [81].

8.6.2.4 Solution 4: setting up keys and trust relationships

As mentioned before, DSSs require asymmetric keys; in other words a pair of public verification key and secret signing key for each device. This requires to generate and manage even more keys than we do today for users and servers. This is a problem that shall not be underestimated, but potentially that is a technical distribution problem that can be managed, e.g. encoding keys into optically scannable QR-codes or transmittable via RFID.

More problematic than the distribution of public keys is to solve the problem of gaining trust into such a public key. A party that verifies a signature using a certain public key shall be convinced that they can deduct trust in a public key. Whether this is done by a hierarchically organized Certificate Issuer, e.g. the CAs in the Public-Key Infrastructure of the Internet today, or more decentralized by a web-of-trust, e.g. like with Pretty Good Privacy, is not important for a secure operation of digital signatures in the IoT. But it must be solved, as without a way to establish trust into the public key used for integrity verification the protection falls to man-in-the-middle attacks. An attacker shall not be able to convince IoT devices that has public key – for which the attacker has the secret signature generation key and thus can produce valid signatures – is trusted to sign firmware updates, or sensitive commands.

As such, the IoT must first bring the trusted keys of central IoT system components, like a firmware update service, onto each and every IoT device. Then they need to be stored securely such that they cannot be exchanged by an attack. The latter requires a secure tamperproof storage solution for the device.

\(^4\)An initial not yet length-optimized format was presented in Reference 76.

\(^5\)A list of algorithm descriptors is already defined in Reference 80.
8.6.2.5 Solution 5: privacy for the signing entity by group signature; privacy for data by malleable signatures

The problem of privacy in the IoT does not stop to be important when considering the implementation and integration of integrity protection. This is twofold: On the one hand, the device that generated the signature, by means of a different asymmetric signature generation key unique for each device, may be needed to stay pseudonymous while still being able to check that a certain trusted group of devices had signed it. This can be achieved by a choice of the right cryptographic primitives, e.g. using group signatures. On the other hand, the data that is signed may be subject to changes for the name of privacy but this shall not completely destroy the integrity of the message. This can be achieved using malleable signatures [82]. They allow the removal of specified parts by a specified mandated party (like a delegation) of a signed message without removing the integrity protection. There are manyfold cryptographic schemes, for a comparison of two major strands of those see Reference 83.

8.6.3 Summary: end-to-end integrity and authenticity based on ECC

Achieving Integrity for the IoT has two core steps toward its use: (1) adequately lightweight cryptographic primitives to run on the constrained devices, (2) finding and then standardizing efficient signature transport formats and algorithms. ECC currently is the promising and already well supported (in hardware accelerators and software library). Regarding step 2 many groups are discussing this currently, so there will likely be standards to adhere to in the near future. Furthermore, it has adjacent steps that need to be climbed as well: (3) putting trust into public keys and (4) their initial and ongoing distribution. The question of secured storage of keys is the IoT related part and a question regarding the IoT’s hardware capabilities, however to induce trust it needs organizational methods, like the secure operation of a CA. Those organizational methods of course can be legally enforced as they can only be technically supported.

The RERUM project has created initial prototypes of an integration of ECC based digital signatures into the IoT ecosystem. Initial results obtained based on ECC digital signature algorithms like NIST’s secp256r curve and ed25519 look promising.6

8.7 Datagram Transport Layer Security

Securing communication is a far from a trivial task. Difficulties may arise from a wide range of technical or so-called human-factor aspects, including (but not limited to) the design and selection of applicable cryptographic primitives, and the use carefully investigated cryptographic protocols and applications. Moreover, the possible

6Currently the measurements within RERUM are still running but see Reference 76 for some rough runtime estimations.
designs used to secure communications should not only be investigated in theory, their practical implementations should also be considered. In such a case, a designer should additionally take into consideration, e.g. the efficiency of an algorithm on a vast range of different platforms and (especially for embedded devices) their protection against implementation attacks [84].

The level of complexity associated with achieving secure communication is already high for an ordinary workstation or a server, and becomes even more challenging in IoT systems. This is mostly due to the fact that new design criteria, such as the power consumption of a device or its computational power, have to be taken into consideration. In many cases, these additional limitations are simply too restrictive to run cryptographic primitives and protocols efficiently.

### 8.7.1 DTLS protocol for IoT

Probably, one of the best-known and widely deployed cryptographic protocol, which shapes secure communication over the Internet is the Transport Layer Security (TLS) protocol [85]. In general, it allows two parties (called ‘peers’ or a client and a server) to establish and carry out a secure communication. The TLS protocol is widely used by applications such as Internet browsers, as well as more stream-oriented applications such as voice-over-IP services.

TLS belongs to a group of TCP/IP protocols and (considering the standard OSI model) operates in the session and presentation layers. In fact, within TLS, two protocols named the TLS Record Protocol and TLS Handshake Protocol can be distinguished. The record protocol resides in the fore-mentioned presentation layer and provides secure and reliable connection for the application layer. The handshake protocol, however, resides in the session layer and is mostly responsible for establishing the connection, e.g. for the parameter negotiation and for the authentication of the peers. Since TLS runs over a (reliable) TCP connection, no extra measure on ordering and loosing a packet inside TLS itself is needed.

In general, whenever a high-level protocol uses TCP as an underlying transport protocol, the correct packet order is maintained and no single packet is supposed to be lost during the transmission. This TCP feature is especially important for many cryptographic protocols, where a single packet loss or a wrong packet order might have an impact on the overall message correctness. Unfortunately, the TCP reliability property increases the overheads of the protocol stack, thus in some scenarios more lightweight protocols such as the User Datagram Protocol (UDP) could be used instead. Since UDP features smaller packet headers, requires less memory and has more compact code footprint, it is better suitable for constrained devices which are ubiquitous in IoT systems.

Regrettably, the TLS protocol itself is not applicable (without modification) to UDP connections. To address this issue, a new protocol called DTLS [86] was designed. The new protocol mirrors most of the features and design choices of TLS and extends them with a mechanism to allow packet retransmissions and reordering. This allows the DTLS protocol to run over UDP, providing reliable connection to
high-level protocols. Similarly to TLS, DTLS provides authenticity, integrity and confidentiality to the application layer protocols, e.g. it might be used as the underlying protocol to the CoAP [75]. The CoAP is designed especially for resource-constrained environments.

Due to its features, the DTLS protocol for resource-constrained devices has recently gained attention and it is currently investigated by the standardization group ‘DTLS In Constrained Environments’ (DICE), which is one of the community groups within the IETF. The DICE group aims to specify a DTLS protocol profile suitable for IoT systems [87].

Reassembling TLS, DTLS consists of the handshake and record protocols. The former is used to negotiate a cipher suite, exchange keys, and authenticate the peers, whereas the latter is used to protect traffic data. The handshake protocol uses series of messages (called flights), which are exchanged between communication parties in order to achieve above-mentioned goals. To accomplish these goals, the protocol can select and use public- and private-key schemes. The selection of a suitable mode and credential types has a big impact on the overall handshake performance, thus it is crucial to find an appropriate profile for IoT systems. There are three possible credential types defined by DTLS: a private-key credential type called pre-shared secret, and two public-key credential types called raw public keys and X.509 certificates.

In a pre-shared secret scenario, secret keys and identifiers, which are needed to establish a secure communication between two peers, are deployed and stored in devices (using a trusted channel) before communication. Considering resource-constrained devices, which are likely to be used in IoT, this approach could be, in general, be more efficient – in terms of computation power needed by a device – than a public-key approach. One may also find this solution well-suited to strictly controlled deployment scenarios, where pre-defined connections might make general key management over-engineered. However, in the large scale IoT deployments a pre-shared key solution might not scale enough, and additionally, the large number of keys needing storing might not be suitable for the constrained memory available in such devices.

In contrast to a pre-shared key, in a raw public key scenario, a client and a server use a public/private key pair, which might be generated and further installed on a device by a device manufacturer. To a certain extent this could be seen as a more lightweight version of the X.509 certificates approach, trading off the flexibility provided by X.509 certificates for a better performance. In general, a raw public key credential type might use out-of-band distribution and only a small subset of the X.509 certificate structure. This positively impacts performance and storage requirements, which is essential in IoT systems, but on the other hand limits flexibility provided by X.509 certificates.

The X.509 certificate credential type is the other option (on top of the above-mentioned raw key scenario), where peers use public/private key pair to established communication. To use this mode in the DTLS protocol, a public-key infrastructure, including a Certificate Authority (CA), needs to be deployed. Moreover, devices are augmented with a list of so-called trust anchors to validate certificates. The certificates are deployed in the form specified by the X.509 standard which includes all meta-data information needed. This implies a requirement for increased on-device storage as
well as the extra time need to parse a certificate and validate with the CA. Although the X.509 type provides a significant level of flexibility with respect to a key management, its full deployment is usually very challenging considering the limitation of resource-constrained environments.

8.7.2 Summary

Although DTLS seems as a good candidate protocol for standardization aiming to secure communication in IoT systems, its implementation and deployment remains a challenge, mostly due to a constrained nature of resources used in such systems. On the one hand, DTLS provides the possibility to use private-key mode, which could be well-suited in terms of, i.e. computation power, on the other hand this solution suffers from the well-known problem of key management scalability. The solution for a key management issue might be mitigated by using public-key schemes and supporting infrastructure, but public-key operations are costly in general and are still far from being efficient enough for very constrained devices. Advances in EC-based cryptography, including the new EC-based designs such as Curve25519/Ed25519 [28] or the new set of elliptic curves relevant for cryptographic use [88], might bring more suitable solutions for IoT systems.

8.8 Discussion

Security has become a main research area in the IoT world in the last few years. However, the work until now focused only on access control mechanisms for users that need to have access to data that are stored in IoT middlewares, without much concern for the leaf IoT devices. It has been proved though that an IoT system cannot be fully secured without securing the embedded devices themselves. Regardless of how securely the information is sent from the middleware to the applications, the numerous vulnerabilities of the constrained IoT devices leave a whole lot of opportunities to attackers to intercept the data, to hack the devices, to steal personal user information or to affect system decisions. This section presented a high-level framework for increasing the security in the communication layer of IoT systems, with a focus on enhanced lightweight encryption, integrity protection, and overall communication security. The benefits of the proposed framework is that it comprises lightweight mechanisms that can be easily applied on constrained IoT devices and can work either as standalone components or as an integrated security system for increased protection against attacks. Various design choices on where and how to implement these mechanisms were also proposed and the final decision is left to the system administrator, considering the applications that his system supports. This framework can be part of an overall IoT cross-layer security framework, contributing mainly to the protection of the data at the earliest point, something that can significantly increase the overall trustworthiness of the system and IoT in general. Only then, the general public and the business stakeholders can have the necessary incentives for adopting and using or investing in this new set of technologies that can drastically improve the everyday life of people.
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Chapter 9
Lightweight cryptographic identity solutions for the Internet of Things
Chongyan Gu, Neil Hanley, and Máire O’Neill

Summary

With the increasing emergence of pervasive electronic devices in our lives, the Internet of Things (IoT) has become a reality with its influence on our day to day activities set to further increase with a projected 50 billion connected devices by the year 2020 [8]. These smart devices and sensors will be found in our homes, our cars, our workplaces, etc., and have the potential to revolutionise how we interact with the world today. The slew of data generated by such a volume of devices necessitates the use of smart, autonomous machine-to-machine (M2M) communications; however, this necessarily poses serious security and privacy issues as we will no longer have direct control over whom and what our devices communicate. This could potentially open up new attack vectors for criminal hackers to exploit through the use of malicious or tampered IoT devices. Compounding the problem is that to enable the ubiquitous nature of the IoT, the embedded devices themselves are often low-cost, low-power, throw-away units which are restricted both in memory and computing power. Generally, low-cost devices targeted at the IoT space, such as the ARM Cortex-M® or the Atmel tinyAVR® families of microcontroller units (MCUs), contain little if any embedded security features. Their lightweight nature is such that even highly optimised cryptographic implementations targeted at specific MCU still require a significant timing, and corresponding energy, overhead [9]. Hence, it is clear we need a new approach to securing the IoT. In this chapter, we outline the proposed use of Physical Unclonable Functions (PUFs) for the provision of IoT device security.

9.1 Introduction

Physical unclonable functions (PUFs) are a novel security primitive which utilise the variation that occurs during manufacturing processes in order to generate a unique intrinsic identifier or challenge response set for a device. First proposed by Naccache and Fremanteau et al. [33] as part of an Identification (ID) scheme for smart-cards, it was not until the publications by Pappu et al. [35], and Gassend et al. [16] that the
academic and security communities began to investigate the concept further. Earlier proposals often required bulky external measurement equipment in order to extract the PUF reading, however the proposal by Gassend et al. [16] introduced the concept of an integrated silicon PUF where the measurement circuitry is contained within the silicon itself allowing for direct integration with application specific integrated circuit (ASIC), enabling straightforward incorporation for security purposes. Subsequent research also saw PUF constructions tailored for field programmable gate arrays (FPGAs) [25] and MCUs [30], encompassing the main underlying computational platforms utilised in the IoT space. A PUF can be viewed as a circuit that uses manufacturing process variations to generate a unique digital fingerprint for a device, making it resistant to cloning even by an untrusted fabrication facility with full knowledge of the design specifications. Such a primitive has a number of desirable properties from a security aspect, such as the ability to provide low-cost unique identification for an Integrated Circuit (IC) or to provide a variability aware circuit that returns a device specific response to an input challenge. This gives some advantages over current state-of-the-art alternatives such as secure or non-volatile memory (NVM), or trusted platform modules’ (TPM’s). No special manufacturing processes are required to integrate a PUF into a design lowering the overall cost of the manufacturing process, and everything can be kept on-chip enabling the PUF to be utilised as a hardware root of trust for all security or identity related operations on the device. This enables a multitude of higher level operations based on secure key storage and chip authentication, as well as potential anti-counterfeiting capabilities for supply chain security.

This chapter is split into two main topics: (1) Related work and PUF design considerations and (2) an evaluation of an Identity (ID) based PUF for IoT applications. Initially, we outline the underlying concept of a PUF, and give an overview of some of the various approaches to constructing one, as well as a description of some suitable metrics to enable a fair comparison between PUF designs. This is followed by an outline of various error correction and control mechanisms, as well as when they are required to enable higher level protocols. The chapter will discuss other design considerations, such as modelling and side-channel attacks (SCAs), which also need to be taken into account when designing secure PUF based systems.

The second topic of this chapter will consist of a PUF evaluation for an ID based IoT scenario. A target device for this kind of application could be the Xilinx® Zynq-7000 [47] System-on-Chip (SoC) platform series, which contains a dual-core ARM® Cortex-A9 MCU, combined with either a low-cost Artix or medium-power Kintex FPGA fabric on a single chip. This gives the speed and flexibility of software programming to handle the communication and protocol stacks, while having the computational power of a tightly coupled FPGA enabling real-time analysis of large volumes of data. This might be viewed as an atypical IoT device, however it is rapidly gaining traction in embedded scenarios, and can be found in applications where performance is of greater importance than power consumption or cost, such as in real-time decision making for autonomous transportation or smart networks.
9.2 Related work

PUFs are a promising new security primitive for electronic devices, with a number of new companies such as Verayo [3], Intrinsic-ID [1], and Sirona [2], now beginning to provide commercial solutions based on the technology, as the promise of a unique, unclonable identity for an electronic device is attractive from a security viewpoint.

All electronic devices contain some inherent variability that is unique to a particular instance of a particular device. This is due to the underlying random processes that occur during fabrication. A PUF looks to utilise this randomness in order to create a unique digital fingerprint for the device. This fingerprint must contain sufficient entropy such that an adversary, given an arbitrary number of similarly programmed devices, cannot learn enough information which would allow him to attack, as yet, an unseen device. The unclonability aspect comes from the fact that as the random process variations on which the PUF is based cannot be controlled, a physical clone is impossible.

The general usage of a PUF is that for a given input challenge, the PUF circuitry will return a unique response for each device as can be seen in Figure 9.1. One design approach (delay-based approach) to utilise this randomness is through the creation of configurable (via the input challenge) race conditions between two signals with the output bit determined by which signal arrives first. This includes proposals such as the Arbiter PUF [16] and its variants, such as the XOR – Arbiter PUF [41]. A second approach involves memory based designs such as the static random-access memory (SRAM) [19] PUF based on the start-up values of random access memory (RAM), or the Butterfly [25] PUF which is based on cross-coupled NAND gates. The third main design approach is through the use of ring oscillators (ROs) and checks which of a randomly selected RO pair has reached the higher frequency value in a fixed time period [16]. Each approach has its own time/area/entropy trade-offs, and it is likely that, ultimately, designs will be chosen to fit a particular application.

It must also be noted that entropy levels for various designs vary greatly depending on their underlying complexity. In order to distinguish between the security levels of intrinsic PUF designs, Guajardo et al. [19] introduced two sub-categories with regard

![Figure 9.1] Weak and strong PUF concepts
to the use of challenge response pairs (CRPs), namely, weak PUFs and strong PUFs. The denomination weak here does not imply that the design is weak from a security perspective; it refers to the fact that they can only be used for ID generation and not for CRP-based protocols where the outputs might be externally visible, as they generally do not contain sufficient entropy to prevent an adversary building a software model of the PUF given access to enough responses.

9.2.1 Weak PUFs

Weak PUFs exhibit the following characteristics; firstly they may have very few or no challenges. In the extreme case, a weak PUF generates just a single response. It is assumed that an attacker cannot access the response of weak PUFs as one or a few CRPs would be sufficient to build a model of the security system.

As mentioned previously, two example weak PUF designs are the SRAM PUF, proposed by Guajardo et al. [19] and the Butterfly PUF presented by Kumar et al. [25]. Typical uses for this class of PUF are intrinsic key generation in place of secure memory, or seed generation for a pseudorandom number generator (PRNG). No special manufacturing process is required to implement the PUF, and when compared to other key storage approaches involving NVM, it is difficult to reverse-engineer or derive the output of a weak PUF since the keys are only generated when required and the device is powered-up, hence offline tampering attacks are largely infeasible to all but the most determined adversary [42].

9.2.2 Strong PUFs

In contrast to weak PUFs, strong PUFs have very many possible CRPs which can be used for lightweight mutual authentication protocols. To be classed as a strong PUF, the design must meet the following properties [19]:

- The mapping between challenge and response is unique and independent for each CRP, and between different PUF instances, as well as being unknown to the device manufacturer.
- The CRP set size must be large enough that an attacker cannot simply enumerate all possible options to create a look up table that would emulate the PUF.
- The response must contain sufficient entropy such that it is computationally hard to create a model that can (partly) determine the relationship between the challenges and responses.

Strong PUFs share almost all the advantages of weak PUFs. However, the architecture of strong PUFs has a more complex challenge-response behaviour than weak PUFs and hence has independent responses for different challenges, the trade-off being greater hardware requirements and/or response time. The Arbiter PUF proposed by Gassend et al. [16] is a typical strong PUF. A review of strong PUFs and corresponding authentication proposals is provided by Delvaux et al. [11, 12].

While there have been numerous strong PUF proposals in the academic literature, in practice the requirements as listed above are difficult to meet for a reasonable hardware overhead as subtle relationships often exist between the CRPs. Given an
error free weak PUF, it can be used in the guise of a strong PUF in conjunction with a cryptographically secure block cipher or some keyed one-way function (OWF), with the properties of the cryptographic function ensuring that there is no relationship between input and output. Conversely, a strong PUF can also be used as a weak PUF by fixing the input challenge, however given that generally strong PUFs are noisier and have greater hardware requirements, the benefits of this are fewer.

9.2.3 Evaluation metrics

In order to evaluate the suitability of a PUF design for integration into a security product, extensive testing must be conducted to verify its operation. As it is random manufacturing process variations that PUFs seek to utilise, simulation, while valuable, cannot fully capture the true nature of the PUF design and it needs to be implemented on the target hardware device for evaluation (e.g. see the 250 FPGA test-bed setup built as part of the FP7 SP ARKS project [17]). The two main metrics used to evaluate designs are uniqueness and reliability as outlined below. These are not the only metrics however, and prior to deployment the PUF should also be tested for robustness, uniformity, bit-aliasing and entropy [4, 28].

9.2.3.1 Uniqueness

The uniqueness of a PUF determines how easily a particular PUF design can be used to differentiate between different devices. Specifically, it quantifies the average inter-chip Hamming distance (HD), $HD_{\text{inter}}$, between sets of responses extracted from different devices, which implement the same PUF design, and have been supplied with the same challenge in order to show the extent by which the responses of the chips differ. Accordingly, a normalized measure for uniqueness based on $HD_{\text{inter}}$ can be defined as follows. Given two PUF instances $P_i$ and $P_j$ that implement the same ID generator and have $n$-bit responses $R_i$ and $R_j$ given some challenge, $C$, then the uniqueness, expressed as $HD_{\text{inter}}$ among $k$ devices, is defined as in (9.1), which is the normalized pairwise HD between each pair of responses. For a suitable random PUF design, the $HD_{\text{inter}}$ value should be approximately 50%.

$$
\text{Uniqueness} = HD_{\text{inter}} = \frac{2}{k(k - 1)} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{HD(R_i, R_j)}{n} \times 100 \quad (9.1)
$$

9.2.3.2 Reliability

For many key storage and key generation applications, it is required that the output of a PUF design can be perfectly reproduced. However, fluctuations in supply voltage and ambient temperature cause noise on the response bits. Therefore, reliability is used as a percentage measure of the number of noisy response bits to quantify the error in the response, when the PUF design is subjected to environmental variations. Designs yielding a higher error rate will require additional error correction circuitry. For a device $i$, reliability is established as a single value by finding the intra-chip HD, $HD_{\text{intra}}$, of $m$ $n$-bit response samples, $R'_i$, taken at different supply voltages and temperatures.
compared to a baseline reference response, $R_i$, taken at nominal operating conditions. Therefore, for a given device, $HD_{\text{intra}}$ is defined as in (9.2).

$$HD_{\text{intra}} = \frac{1}{s} \sum_{t=1}^{s} \frac{HD(R_i, R'_i, t)}{n} \times 100 \quad (9.2)$$

The percentage measure for reliability can be found in (9.3), and can be applied in situations of varying supply and ambient temperature to test how the PUF operates in conditions it might experience in the field. Ideally this reliability value should be close to 100%.

$$\text{Reliability} = 100 - HD_{\text{intra}} \quad (9.3)$$

9.2.4 Attack scenarios

While PUFs are promising cryptographic primitives for securing lightweight devices, they are not immune from some traditional attacks if designed poorly, or not integrated correctly into a higher level protocol. For instance, in a naïvely implemented CRP protocol where the challenges are responses are sent in the clear, if they are not discarded after a single use this could open up a trivial replay attack to an adversary monitoring the communications. While this particular attack scenario is easily avoided, there are many other possible subtle attacks based on modelling PUF circuits.

Machine learning based modelling attacks can be particularly effective against many PUF designs.¹ For example, many arbiter designs can be modelled as additive delay circuits and linear regression used to estimate the resultant delay units. This weakness was known from the early days of PUF design proposals; Support Vector Machines (SVMs) were used to model a PUF in Reference 16, and a more recent overview can be found in References 37, 38. A practical modelling attack against commercial PUF tags has also been demonstrated in Reference 6. Another closely related attack that can be effective is an application of traditional differential and linear cryptanalysis [15]. In this research the authors, rather than choosing random challenges to obtain responses to build a model, sent low HD related challenges in order to determine what, if any, parts of the PUF circuitry had a disproportionate effect on the output as a whole. Hence, it is clear that PUFs, while still promising, must be carefully designed when implementing for commercial applications.

Physical implementation attacks such as power and electromagnetic based SCAs, have also been conducted against PUF implementations with varying degrees of success [7, 31, 32]. These attacks are of particular concern for embedded systems and there have been many examples of attacks on real-world devices [24, 34]. When attacking a PUF based system in this way, often the post-processing or error correction circuitry (ECC) can be more susceptible than the PUF itself; however it was shown in Reference 42 that delay times in an arbiter PUF can be estimated to an accurate enough degree using photonic emission analysis.

¹Note that this is more of an issue for strong PUF designs as weak PUF outputs should never be externally visible.
9.2.5 Protocol level options

The term Internet of Things encompasses a wide variety of devices and projected applications. For example, a connected home scenario might have a number of low-cost heat and humidity sensors communicating through a central gateway to a home heating unit, which in turn is communicating with a smart meter connected to the utility base station (via a mesh network). The base station may be receiving on-demand pricing based on the current draw on the regional electricity network, in order to determine the optimal time to heat the home prior to when the inhabitants return after work, which in turn is determined in real time over the cellular network via an application on a mobile phone or connected car. This arbitrary example shows the potential the IoT has to simplify and improve our lives, however it also shows the increased attack entry points for malicious adversaries to obtain detailed knowledge of our lives. Presently the takeover of any of the multitude of IoT devices requires strong cryptographic and privacy preserving protocols, which can be problematic on the low-cost devices projected to make up the bulk of the IoT.

Dependent on the application, it is anticipated that PUF can be used to replace or augment computationally intense public-key infrastructure (PKI) systems. Assuming the scenario of a constrained client device, and a resource rich server as might be found in a typical system, the naïve PUF authentication protocol as previously mentioned could be used to allow the server authenticate the client [35]. Assuming a strong PUF with sufficient entropy on the client side (and it has not yet been shown that such a PUF exists), during enrolment prior to deployment, the server, using a true random number generator (TRNG), can simply read back enough CRPs in order to authenticate the client for the duration of its lifetime. During authentication, the server then queries the client with a stored challenge, and if the response is within a certain HD of the stored response then the client is accepted as legitimate. The accepted error can be determined during enrolment by an analysis of the acquired CRP dataset. However as each CRP can only be used once, dependent on the target application this can lead to significant storage requirements, particular where there is a large number of client devices, with enrolment time also likely to be an issue.

As the existence of a strong PUF is not yet fully proven, their use for authentication purposes requires them to be used in a controlled manner as shown in Figure 9.2 [16]. Due to the use of hash functions, etc., single-bit errors quickly propagate hence can no longer be tolerated, and correction mechanisms such as fuzzy extractors must be employed [14], which requires additional information to be stored for every CRP. However this detracts from the lightweight advantage of using a PUF in the first place, and as this helper data is public, it is possible that secret or privacy revealing information could be leaked as messages are being exchanged. Protocols such as reverse fuzzy extractors [22] have been suggested that move the computational workload of error correction to the server side, however an analysis of strong PUF protocols [10, 12] found that none of the proposed protocols fulfils all of the required security and resource requirements.

Currently, weak PUFs used for secret key generation are an attractive proposition for mutual authentication protocols. In this scenario the server side only needs to store a single value per client, and mutual authentication can be achieved through the
encryption of a random value with a lightweight cipher using the PUF identity output as a key. The proviso here is that the output must be error free on every instantiation. Derivatives of this key can also be used for other cryptographic functions such as PRNG seeding or to bind a PKI certificate to a particular piece of hardware. An example of an end-to-end design of a PUF-based authentication protocol can be found in Reference 5.

9.2.6 Error correction

If the underlying PUF has a low error rate, simple majority voting or selective bit usage using masks will be sufficient to create a sufficiently reliable cryptographic primitive. Otherwise error correction methods, often based on classical communication theory, such as BCH decoding [36] or on newer cryptographic primitives such as learning with errors [21] are required. Many of these methods also require public helper data, but de-biasing methods are available to provably ensure no exploitable leakage is available to an adversary monitoring the communications [27].

9.3 Evaluation of an identity-based PUF for IoT applications

In order to create a secure, lightweight, privacy preserving network, such as that described in Reference 23, a reliable weak PUF is required such that minimal post-processing for error correction is required. A PUF suitable for such an application is now presented along with extensive experimental results.

9.3.1 FPGA-based PUF identifier

The compact PUF ID generator described by Gu et al. in Reference 18 comprises an array of \( n \) elementary 1-bit ID cells. The gate-level design of each 1-bit cell is schematically shown in Figure 9.3(a), where one 1-bit ID cell is capable of generating a single bit of a response ID and is manually placed and routed to ensure balanced routing. Two \( D \) flip-flops, are first reset by \( \text{CLEAR} \) and then activated by the rising edge of the \( \text{START} \) signal connected to their clock pins. As the flip-flops are coarse grain delay components, the propagation time of the two delay paths, \( T_0 \) and \( T_1 \), are...
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Figure 9.3 PUF ID generator design. (a) 1-bit ID cell circuit design and (b) Spartan-6 implementation
different due to inherent manufacturing variability, hence they effectively race against each other. A cross-coupled 1-of-2 \texttt{nand} arbiter forces the circuit into a metastable state, and determines which of the signals \( T_0 \) and \( T_1 \) arrives first. This sets its outputs, \( Z_0 \) and \( Z_1 \), to either \( \{1, 0\} \) or \( \{0, 1\} \). A \( 2 \rightarrow 1 \) multiplexer then selects \( Z_0 \) or \( Z_1 \) as the 1-bit PUF ID generator response depending on the challenge bit. Hence, the proposed compact PUF design can be considered as a delay-based PUF. To implement the cell on a Spartan-6 FPGA, e.g., requires just three look-up tables (LUTs) and two flip-flops of a SLICEX as shown in Figure 9.3(b), and compactly fits into one FPGA slice. This allows all routing to be kept within the local slice switchblock without passing through the general interconnect, thereby increasing the reliability of the design due to the increased control over the timing paths. Note that the LUT required for the multiplexor is not required to be located within the same slice as the race condition has completed when the signals arrive at it, allowing a second ID cell to be located in the same slice if required.

To ensure the ID response bits are indeed a function of variability it is essential that all circuit placement and routing is symmetrically balanced, including the feedback paths of the arbiter. Otherwise, it is probable that the response bits will exhibit bias due to interconnect and layout mismatch. Suh \textit{et al.} [41] suggest using FPGA hard-macros as a solution to meet tight design parameters, hence the proposed 1-bit compact PUF design can be created as a balanced hard-macro. This hard-macro cell helps to reduce the overall hardware resource consumption and minimize the routing congestion. Note, that the Xilinx Vivado [46] toolset depreciated the hard macro employed by their previous toolchain ISE [45] in favour of XDC macros. In this research work, an XDC macro is also created to prove the viability of the proposed PUF design for multiple generations of FPGA families.

9.3.1.1 Delay model

As mentioned previously \textit{Weak} PUFs operate under different assumptions and are less complex than \textit{strong} PUFs, thus utilising few or just a single challenge. In the extreme case \textit{weak} PUFs generate just one response, e.g. SRAM PUF [19] and Butterfly PUF [25] and for many applications, their responses can be useful for key generation as an intrinsic key, in place of secure memory.

The proposed compact FPGA-based PUF ID generator design is a \textit{weak} PUF and comprises an array of \( n \) elementary 1-bit cells. As shown in Figure 9.3(a), \( T_0 \) and \( T_1 \) represent the delay times from the input of the flip-flops to the input of the cross coupled \texttt{nand} gates. The response may be zero when \( \Delta T = T_0 - T_1 \) is positive, otherwise the response will be one. Due to the compact architecture, a formula as shown in (9.4) can be used to directly express the relationship between each bit of the challenge and response. Hence, this architecture is not suitable for use in CRP based protocols where the CRPs are visible to an attacker.

\[
\begin{align*}
    r=0 & \quad T_0 - T_1 \gtrless 0 \\
    r=1 & \quad T_0 - T_1 \lesssim 0
\end{align*}
\]  
(9.4)
Figure 9.4 128-bit PUF ID generator floor plan based on 1-bit single slice hard macro

The two flip-flops are coarse grain delay components, hence, the delay times of the signals from the input port $D$ to the output port $Q$, $T_0$, and $T_1$, are physically different due to manufacturing variations. The cross coupled NAND gates, implemented as an arbiter here, determine the result $Z_0$ and $Z_1$ as $\{0, 1\}$ or $\{1, 0\}$. In theory, a cross-coupled NAND gate design can also be used as a standalone PUF design, however, the addition of the coarse grain flip-flops significantly extends the delay path, which means $\Delta T$ is increased to enhance the stability of the PUF circuit design. Additionally, the extra flip-flops can be situated in the same slice with the cross-coupled NAND gates without consuming any extra slice resource.

9.3.1.2 Implementation

As previously discussed, each single 1-bit PUF ID cell is implemented as a balanced hard-macro to ensure symmetrical placement and routing on an FPGA, which is shown in Figure 9.4. The routing is chosen so as to minimize the nominal delay difference between $T_0$ and $T_1$, and the arbiter feedback paths are balanced to achieve a fair arbiter. To construct the ID generator an array of $n$ 1-bit ID cell hard-macros are instantiated in a Verilog netlist, which has single bit inputs $START$, $CLEAR$, an $[n-1:0]$ bus input for the challenge, and an $[n-1:0]$ bus output for the response ID. The floor plan location of each ID cell hard-macro, as shown in Figure 9.4, is set by declaring $LOC$ constraints using the Xilinx unified constraints format (UCF) file format. This low level placement is required to prevent the tool chain optimising away the logic or randomly routing asymmetric paths.
9.3.1.3 Experimental evaluation

The proposed 128-bit PUF ID generator circuit was implemented and evaluated on ten different Avnet Spartan-6 LX9-2CSG324 Micro-Boards [44]. A simple 32-bit AMBA APB interface and serial port were added to test the designs via a PC running Matlab. One board was modified by breaking the core voltage supply line and soldering external wires across the de-coupling capacitor to conduct temperature and voltage experiments as shown in Figure 9.5. The experimental temperature range was tested from 20 °C to 70 °C, and the supply voltage of the FPGA’s core was tested between 1.08 V and 1.32 V (0.02 V steps, 12 stages) using a regulated DC power supply, which is ±10% of the standard supply voltage of the FPGA’s core voltage of 1.2 V.

9.3.1.4 Uniqueness

To investigate the uniqueness, responses were measured from the ten Spartan-6 devices \(k = 10\) implementing the proposed PUF ID generator using a randomly chosen challenge to generate 128-bit ID responses \(n = 128\). Figure 9.6 shows the average inter-chip HDs for the proposed PUF ID generator design. The distributions can be approximated by a Gaussian with the fitted line in red, and it can be seen that the average HD values for all cases are close to the center, i.e. 50%, indicating a high uniqueness. The uniqueness of the 1-bit single slice PUF ID generator design is 48%, which is close to the ideal value of 50% and can be attributed to the fact that the local routing when using a hard-macro based implementation, ensures balanced paths. The results validate that the proposed lightweight PUF ID generator circuit designs achieve a level of uniqueness suitable for IoT type applications.

9.3.1.5 Reliability

To measure the reliability of the PUF design, the experiments are repeated when changing the voltage between 1.08 V and 1.32 V in steps of 0.02 V, and the temperature range is changed from 20 °C to 70 °C. These ranges were chosen as they are the recommended operating ranges of the FPGA, and the embedded security monitors
can be used to detect if an adversary tries to force the operating conditions outside these ranges. The results are shown in Figure 9.7, and it can be seen that the effect of temperature is less than that of voltage. Over all the operating points the PUF ID generator presents a high level of reliability at 94.27%. In this case, the localised routing allows for stable responses as the temperature changes, since both delay paths are affected equally as the temperature of the FPGA die increases.

### 9.3.1.6 Technology node

The Spartan-6 family of Xilinx FPGA devices manufactured at 45 nm process technology is just one of many FPGAs available from vendors such as Xilinx, Altera or Microsemi. As PUFs are based on manufacturing variability, there is no guarantee that what works at one process technology level will work on another, and designs may need to be adapted between different FPGAs to ensure that the localised routing is maintained. With this in mind the experiments were re-run on a number of Artix-7 Nexys4 boards [13]. This 7-series Xilinx FPGA family was manufactured at 28 nm, and is the same as that found in the FPGA layer of the Zynq SoC.

For these experiments, rather than implementing a 128-bit PUF circuit, a heat map was generated for the entire XC7A100T FPGA with a PUF cell placed in every single slice. In order to allow for control and communication circuitry (and allow a reasonable running time for implementation), this was done on a clock tile by clock tile basis. Reading each single bit response from every single cell 1 k times, the reliability of each slice is shown in Figure 9.8(a).\(^2\) The distribution in Figure 9.8(b) shows that the majority of cells strongly return either \{1, 0\} hence majority voting can be utilised

\(^2\)The blank areas are where auxiliary units such as the BRAM and DSP blocks reside.
for these locations. Interestingly, a number of bits appear *truly* random returning \{1, 0\} with a probability of \(\approx 0.5\) which could have potential for random number generation, however further study is needed. There is also a small, but significant bias towards returning \{1\} rather than \{0\} hence de-biasing of the output is required prior to use in cryptographic operations.

This experiment was repeated on a further 9 FPGA boards, with the resultant bit probabilities calculated across all devices as shown in Figure 9.9. The Gaussian shaped distribution of Figure 9.9(b) shows that the PUF design operates as expected, as a given ID-bit implemented in a random slice will return a random response across different FPGAs.

### 9.3.1.7 Comparison of metrics for different PUFs

A large number of PUF proposals have been presented in the academic literature for both FPGA and ASIC targets. Table 9.1 compares the performance of some of the existing *weak* PUF designs on various devices. While designs across FPGA and ASIC implementations, or even different FPGA families or ASIC manufacturing processes, are not directly comparable, it does give an indication of the different resources

---

*Figure 9.7  Reliability results: voltage and temperature variations of proposed 128 1-bit PUF ID cells*
Figure 9.8  Experimental results for single Artix-7 XC7A100T device. (a) Artix-7 slice reliability heatmap and (b) Artix-7 slice reliability distribution

required. The reliability results of all PUF designs are given for varying temperature and/or voltage experiments wherever available.

Note the SRAM PUF proposed by Guajardo et al. [19] using SRAM memory cells, can only return a response on power-up. The Latch PUF proposed by Su et al.
[40] is very low power, however it is only reported on an ASIC. The flip-flop PUF proposed by Roel et al. [26], similar to SRAM, uses the power-up values of the flip-flops, however its randomness is limited and post-processing is required for improving the randomness. The Butterfly PUF proposed by Kumar et al. [25], which is also suitable for FPGA implementation as it can be implemented using basic logic gates,
Table 9.1  Comparison of metrics of different weak PUF designs

<table>
<thead>
<tr>
<th>PUF design</th>
<th>Uniqueness</th>
<th>Reliability</th>
<th>Hardware</th>
<th>Bits</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRAM PUF [19]</td>
<td>49.97%</td>
<td>&gt;88%</td>
<td>FPGA</td>
<td>128</td>
<td>4600 SRAM</td>
</tr>
<tr>
<td>Latch PUF [40]</td>
<td>50.55%</td>
<td>96.96%</td>
<td>0.13 um CMOS</td>
<td>128</td>
<td>1 latch per cell</td>
</tr>
<tr>
<td>Latch PUF [48]</td>
<td>46%</td>
<td>&gt;87%</td>
<td>Spartan 3</td>
<td>128</td>
<td>2 × 128 slices</td>
</tr>
<tr>
<td>Flip-flop PUF [26]</td>
<td>≈50%&lt;sup&gt;PP&lt;/sup&gt;</td>
<td>&gt;95%&lt;sup&gt;PP&lt;/sup&gt;</td>
<td>Virtex 2</td>
<td>4096</td>
<td>4096 flip flops</td>
</tr>
<tr>
<td>Flip-flop PUF [48]</td>
<td>36%</td>
<td>&gt;87%</td>
<td>ASIC</td>
<td>1024</td>
<td>1024 flip flops</td>
</tr>
<tr>
<td>Buskeeper PUF [39]</td>
<td>49%</td>
<td>&gt;80%&lt;sup&gt;1&lt;/sup&gt;</td>
<td>TSMC 65 nm</td>
<td>192</td>
<td>1GE&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Butterfly PUF [25]</td>
<td>≈ 50%</td>
<td>&gt;94%</td>
<td>Virtex 5</td>
<td>64</td>
<td>130 slices</td>
</tr>
<tr>
<td>RO PUF [41]</td>
<td>46.15%</td>
<td>99.52%</td>
<td>Virtex 4</td>
<td>128</td>
<td>16 × 64 array&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>CRO PUF [29]</td>
<td>43.5%</td>
<td>&gt;96%&lt;sup&gt;1&lt;/sup&gt;, ≈100%&lt;sup&gt;v&lt;/sup&gt;</td>
<td>Spartan 3</td>
<td>127</td>
<td>64 slices for ROs</td>
</tr>
<tr>
<td>Proposed PUF</td>
<td>49.90%</td>
<td>94.53%</td>
<td>Artix 7</td>
<td>128</td>
<td>128 slices</td>
</tr>
<tr>
<td>Proposed PUF</td>
<td>48.52%</td>
<td>93.00%</td>
<td>Spartan 6</td>
<td>128</td>
<td>128 slices</td>
</tr>
</tbody>
</table>

<sup>1</sup>GE represents gate equivalent.

<sup>2</sup>16 × 64 array = 1024 ROs; each RO consisting of 5 inverters and 1 AND.

<sup>1</sup>Under temperature variation.

<sup>v</sup>Under supply voltage variation.

<sup>PP</sup>Required post-processing.

reported 94% reliability over temperature variations; however reliability over voltage changes is not considered. It consumes 130 slices of a Virtex-5 FPGA device for 64-bit response generation, which uses twice the hardware resources of the proposed 1-bit PUF ID generator design. The RO PUF proposed by Suh et al. [41] and the CRO PUF proposed by Maiti et al. [29] have been implemented on different FPGAs, e.g. Virtex-4 and Spartan-3. The hardware resource consumption is at least 384 slices for a 64-bit response. It can be seen that the proposed PUF design is the most lightweight FPGA-based Weak PUF ID generator design reported to date.

9.4 Discussion

As the number of connected IoT devices grows exponentially, traditional cryptographic key management solutions for securing them become problematic and are often too computationally intense for such lightweight devices. In this chapter, a broad overview of a promising security primitive for IoT, known as PUFs, has been presented. The differences between strong and weak PUFs are given, as well as their
suitability for integration into lightweight applications for securing IoT devices. The factors that need to be considered in the design of an effective PUF are discussed and can be summarised as follows:

- Is a strong or weak PUF needed for the target application?
- Select a suitable design approach (delay-based, memory-based or RO-based) based on time/area/entropy trade-offs
- Evaluate PUF design on target device (rather than simulation)
- Comprehensively test design for uniqueness, reliability, robustness, uniformity, bit-aliasing and entropy
- Consider attack scenarios and need for countermeasures against modelling and SCA attacks
- Consider end-to-end design aspects of PUF-based application, e.g. number of CRPs needed, acceptable error rate, use of reverse fuzzy extractors
- Select an appropriate error correction method

A lightweight identity-based PUF design (weak PUF) suitable for IoT applications is also presented and evaluated on two different FPGA technologies (45 nm Spartan-6 and 28 nm Artix-7 devices). In comparison to other proposed PUF design approaches, this is the most lightweight FPGA-based weak PUF design. Moreover, the empirical results show the effectiveness of the proposed design in terms of the important metrics of uniqueness and reliability.
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Chapter 10
A reputation model for the Internet of Things
Benjamin Aziz, Paul Fremantle, and Alvaro Arenas

Summary
The MQ Telemetry Transport (MQTT) protocol has emerged over the past decade as a key protocol for a number of low power and lightweight communication scenarios including machine-to-machine and the Internet of Things. In this chapter we develop a utility-based reputation model for MQTT, where we can assign a reputation score to participants in a network based on monitoring their behaviour. We mathematically define the reputation model using utility functions on participants based on the expected and perceived behaviour of MQTT clients and servers. We define an architecture for this model, and discuss how this architecture can be implemented using existing MQTT open source tools, and we demonstrate how experimental results obtained from simulating the architecture compare with the expected outcome of the theoretical reputation model.

10.1 Introduction
The Internet of Things (IoT) is an area where there is significant growth: both in the number of devices deployed and in the scenarios in which devices are being used. One of the challenges for the Internet of Things is supporting network protocols which utilise less energy, lower bandwidth, and support smaller footprint devices. One such protocol is the MQ Telemetry Transport (MQTT) protocol [1], which was originally designed to support remote monitoring and Supervisory Control And Data Acquisition (SCADA) scenarios but has become popular for the IoT.

Another challenge with IoT networks is that small devices may not perform as well as needed due to a number of factors including: network outages or poor network performance due to the use of 2G or other low bandwidth networks, power outages for devices powered by batteries, deliberate vandalism or environmental damage for devices placed in public areas, and many other such challenges. Therefore we identified that a reputation model for devices connecting by MQTT would be a useful construct to express consumers’ (applications’) trust in the behaviour and performance of these devices as well as measure the level of performance of the server aggregating data from such devices according to some predefined Service Level
Agreement (SLA). In addition, we implemented the reputation model to demonstrate that it could be used in real MQTT networks.

Our model of reputation is based on the notion of a *utility function*, which formally expresses the consumer’s level of satisfaction related to various issues of interest against which the reputation of some entity is measured. In the case of MQTT networks, one notable such issue is the Quality of Service (QoS) with regards to the delivery of messages; whether messages are delivered exactly once, more than once or at most once to their consumers. The model, inspired by previous works [2, 3], is general enough to be capable of defining the reputation of client devices and servers at various levels of abstraction based on their level of performance in relation to the delivery of messages issue of interest.

The chapter starts with an overview of the MQTT protocol (Section 10.3). From this, we then mathematically define the reputation model for MQTT clients and server (Section 10.4), based on their ability to keep to the requirements of the protocol. We then outline a system architecture (Section 10.5) for monitoring the MQTT protocol and thereby being able to calculate the reputation by observing the behaviour of MQTT clients and server in a real network. We show how this system was implemented and we demonstrate the results of this implementation (Section 10.6). Finally, we look at related work (Section 10.7) and conclude the chapter outlining areas for further research (Section 10.8).

### 10.2 Overview of the concept of reputation

Reputation is a general concept widely used in all aspects of knowledge ranging from humanities, arts and social sciences to digital sciences. It is a concept closely related to trust and it is defined by the Merriam-Webster dictionary [4] as the “overall quality or character as seen or judged by people in general”. In fact, reputation is often seen as one measure by which trust or distrust can be built based on good or bad past experiences and observations (direct trust) [5] or based on collected referral information (indirect trust) [6]. In recent years, the concept of reputation has shown itself to be useful in many areas of research in computer science, particularly in the context of distributed and collaborative systems, where interesting issues of trust and security manifest themselves. Therefore, one encounters several definitions, models and systems of reputation in distributed computing research, of which we attempt to touch upon a few briefly in the upcoming sections.

Trust and reputation systems have been recognised as playing an important role in decision making in the Internet world [5, 7]. Customers and sellers might trust themselves and the services they are offering. According to Reference 8, trust refers to the subjective probability by which an individual expects that another performs a given action on which its welfare depends. Grandison and Soloman [7] refer to trust as being the firm belief in the competence of an entity to act dependably, securely and reliably within a specified context. A difference is noted in Reference 5 between *reliability trust* as a subjective probability and the *decision trust* as being the extent in which one party is willing to depend on something or somebody in a given
situation with a feeling of relative security, even though negative consequences are possible.

A reputation management system should address the following challenges [9]: (1) how an agent rates the correspondent based on the past interaction history, (2) how an agent finds the right witnesses in order to select the referral agents and (3) how the agent systematically incorporates the testimonies of those witnesses.

From the theoretical point of view, reputation is formalised in a game-theoretical framework, where agents are continuously playing the same game with incomplete information. The main concern is when and whether a long-lived player can take advantage of a small probability of a certain type or reputation to effectively commit him to playing as if he were that type [10]. Game theory usual helps one to demonstrate that it is worth to consider reputation information when analysing the outcome of some competing situations with incomplete information. We direct the reader to the work of Reference 11 that theoretically analyses the sensitive options a reputation system designer might have.

Reputation-based systems are mainly used in electronic markets (e.g. eBay) as a way of assessing the participants. In such environments they proved to be effective as the number of participants is very large and the system is running a sufficient amount of time [12]. As service-oriented computing environments become the basis for the future ubiquitous and pervasive computing, with highly dynamic, volatile and independent service consumers and providers, reputation management will become mandatory for enhancing these systems with trust.

Reputation could be based on direct experience or indirect information. In the direct approach, the simplest method is to compute the reputation of individuals based on aggregating the received feedback on transactions and convert this feedback into a reputation measure. This approach is widely used in Internet e-commerce sites, where users rate the providers. Internet sites (e.g. eBay and Amazon) mainly use summation-based centralised reputation systems, based on counting all votes or grades an entity receives. Their big advantage is the simplicity of the reputation scheme. This makes the reputation value to be easily understood by the participants and allows a direct conversion between reputation assessment and trust.

Zacharia and Maes [13] were among the first ones to build more sophisticated reputation-based systems to overcome existing trust problems in e-commerce on-line applications. They proposed the SPORAS system, based only on direct transaction ratings between users. Users rate each other after a transaction with continuous values from 0.1 to 1. The ratings of a user are aggregated in a recursive fashion, obtaining a reputation value that scales from 0 to 3 000 and a reputation deviation to assess the reliability of the reputation value. SPORAS was evaluated to perform better than the eBay and Amazon approaches.

In the indirect approach, building trust is not only based on the past interactions between entities, but also considers the social network the entity belongs to and the referrals the entity can obtain using the social network. This approach is widely considered in multi-agent research, where e.g. Reference 14 defines the concepts of agent communities and social networks. The members of an online community provide services and referrals for services to each other. A participant in a social
network has reputation for both *expertise* (providing good services) and *sociability* (providing good referrals). This theoretical framework is conceptually valid also for P2P service-oriented systems. Items under study concern the way the reputation is represented, how referral information is aggregated, which learning model is used.

For the rest of the chapter, we mainly follow the direct reputation approach based on the rating of the levels of quality of service related to the delivery of messages according to some expectation defined based on utility functions.

### 10.3 MQTT

MQTT [15] is described as a lightweight broker-based publish/subscribe messaging protocol that was designed to allow devices with small processing power and storage, such as those which the IoT is composed of, to communicate over low-bandwidth and unreliable networks. The publish/subscribe message pattern [16], on which MQTT is based, provides for one-to-many message distribution with three varieties of delivery semantics, based on the level of QoS expected from the protocol. In the “at most once” case, messages are delivered with the best effort of the underlying communication infrastructure, which is usually IP-based, therefore there is no guarantee that the message will arrive. This protocol is termed the QoS = 0 protocol. In the second case of “at least once” semantics, certain mechanisms are incorporated to allow for message duplication. Despite the guarantee of delivering the message, there is no guarantee that duplicates will be suppressed. This protocol is also known as the QoS = 1 protocol. Finally, for the last case of “exactly once” delivery semantics, also known as the QoS = 2 protocol, the published message is guaranteed to arrive only once at the subscribers. The protocol also defines message structures needed in communications between *clients*, i.e. end-devices responsible for generating data from their domain (the data source) and *servers*, which are the system components responsible for collating source data from clients/end-devices and distributing these data to interested subscribers. Servers are often also referred to as *brokers*, as they intermediate between the data publishers and subscribers.

### 10.4 A reputation model for MQTT

We show in this section how the model of reputation defined for business processes in References 17, 18 can be adapted, with minimum changes, to the MQTT protocol to obtain the reputation of client devices and the server.

#### 10.4.1 Monitoring events

Central to the model defined by Aziz and Hamilton [17, 18] was the notion of an *event*, which is a signal produced by an independent *monitor system*, which is monitoring the interactions occurring between the different entities in the monitored environment, in
this case the client and server entities participating in the MQTT protocol. An event is defined as follows:

\[
| \text{Event} \colon TimeStamp \times Ag \times Msg \times Id \times \mathbb{N}
\]

where *TimeStamp* is the timestamp of the event generated by the monitor system issuing it, *Ag* is the identity of the agent (client device or server) to whom the event is related, *Msg* is the specific message of interest (e.g. *Publish* and *Pubrel* messages), *Id* is an identity value of the protocol instance and finally, \(\mathbb{N}\) is a natural number representing the number of times the message *Msg* has been monitored, i.e. was sent.

For example, the following event, issued at monitor system’s local time:

\[
ev_{\text{ex1}} = (12:09:52, \text{temp}_\text{sensor}, \text{Publish}, 1234, 2)
\]

denotes that the *temp_sensor* device has been monitored, within the instance number 1234 of the protocol, to have sent twice the *Publish* message to the server responsible for collecting environment temperature data. On the other hand, the following event issued at local time 12:19:02:

\[
ev_{\text{ex2}} = (12:19:02, \text{temp}_\text{server}, \text{Publish}, 1234, 1)
\]

denotes that the server responsible for the environment temperature, *temp_server*, has been monitored, within the same instance number 1234 of the protocol, to have published only once the specific message *Publish* to the subscribers of the temperature topic. In both these examples, the assumption is that the monitor system is capable of detecting that the protocol instance being monitored has terminated before it issues any events related to that instance. Although theoretically this is impossible due to the halting problem, in practical terms, the monitor system can assume the protocol to have terminated after some reasonable amount of time has elapsed since the last protocol message.

The monitor generates events in the above form, which are used by a reputation engine to determine the reputation values for client devices and servers in an MQTT-based environment. The reputation engine will then use a utility function pre-supplied to the engine by subscribers to determine the level of satisfaction of a subscriber with regards to the results reported within an event:

\[
\text{utility} : \text{Event} \times \text{SLA} \rightarrow [0, 1]
\]

\[
\forall (t, a, m, i, n) \in \text{Event}, sla \in \text{SLA} \quad \text{utility}((t, a, m, i, n), sla) = r \in \mathbb{R}
\]

This utility function will consider a SLA, defined as follows:

\[
| \text{SLA} : Ag \times Top \times Iss \rightarrow \mathbb{N}^0
\]

Here the SLA considers an issue of interest to the subscriber, *Iss*, which will be in our case the QoS level value fixed to one of 0, 1 or 2, expected from a particular
agent \( Ag \) in relation to a specific topic \( Top \). The outcome of the utility function is a real number \( r \) representing the satisfaction level of the subscriber in terms of both the SLA and the real values reported by events.

For example, consider the following SLA instance

\[
sla = (((temp\_server, temperature, QoS), 2)
\]

then given the event \( ev_{e2} \), the utility function could return the following value:

\[
utility(t, temp\_server, Publish, 1234, 1, (((temp\_server, temperature, QoS), 2)) = 1
\]

This indicates that the subscriber’s requirements have been fulfilled, as indicated by their SLA \( (r = 1) \), with the results reported by the event \( ev_{e2} \). On the other hand, considering the same SLA, the utility function might return:

\[
utility(t, temp\_server, Publish, 1234, 0, (((temp\_server, temperature, QoS), 2)) = 0
\]

to show that the subscriber has a satisfaction value of 0 since the number of times the message was delivered to the subscriber is lower (i.e. 0) than what its QoS level is defined in the SLA (i.e. 2), therefore breaching the exactly once delivery semantics to the subscriber principle in MQTT.

Since the number of times a message is delivered will either confirm or not to the level of QoS expected by the subscriber, in all of the above cases, the score given will reflect either total satisfaction (i.e. 1) or total dissatisfaction (i.e. 0).

### 10.4.2 Reputation models

After introducing the main notions of an event and a utility function, we can now define models of reputation for the clients (e.g. sensor devices) and the MQTT server (broker) that aggregates the messages from the clients before publishing them to the subscribers. The subscribers are assumed to be the business applications or data consumers, and we do not include them in the reputation model. The MQTT standard does not prohibit a client from acting as both a device (i.e. source of data) and a subscriber (i.e. consumer of data). However, in our case, we only measure the reputation of the “source of data” clients.

#### 10.4.2.1 The server reputation model

The first reputation model reflects the behaviour of MQTT servers. Given a set of events, \( Event \), captured by the monitor system and relevant to the server for whom the reputation is being calculated, then we can define the server’s reputation function computed at a particular point in time and parameterised by a specific SLA as follows:

\[
s_{\text{rep}}(s, sla, t) = \frac{\sum_{ev \in esets, snd(ev) = \text{serv}(sla)} \phi(t, te) \text{utility}(ev, sla) \land id\_top(ev, sla)}{\#esets}
\]
where \( s \) denotes the cardinality of a set \( s \) and \( \varphi(t, te) \) is a time discount function that puts more importance (emphasis) on events registered closer in time to the moment of computing the reputation. One definition of \( \varphi(t, te) \) could be the time discount function defined by Huynh et al. [19], which we redefine here as \( \varphi(t, te) = e^{-\frac{t-te}{\lambda}} \), where \( t \) is the current time at which the reputation is calculated, \( te \) is the timestamp of the event being considered and \( \lambda \) is recency scaling factor used to adjust the value of the function to a scale required by the application. After this, the server reputation function, \( s_{\text{rep}_{\text{sla}}} \), is defined as the weighted average of the utilities obtained from all the generated events with respect to some SLA.

The above definition aggregates the set of all relevant events, i.e. the events that first have the same server name as that appearing in the SLA and second that are on an instance of the protocol related to the topic of the SLA. The first condition is checked using the two operators \( \text{fst} \) and \( \text{snd} \), which will return the first and second elements of a tuple, whereas the second condition is checked using the predicate \( \text{id\_top}(ev, sla) \), which returns a True outcome if and only if the identity number of an instance of a protocol captured by \( ev \) corresponds to the topic value mentioned in the SLA \( sla \). Considering the example events of the previous section, we would have the following calculation of \( \text{id\_top}(ev, sla) \):

\[
id\_top(12:09:52, temp\_server, Publish, 1234, 1, ((temp\_server, temperature, QoS), 2)) = True
\]

The above definition calculates the sum of the time-discounted utility function values, with respect to the given SLA and the events gathered, and average these over the total number of events gathered \( \#\text{esets} \) in any one instance when this reputation value is calculated.

Based on the definition of \( s_{\text{rep}_{\text{sla}}} \), we next aggregate the reputation of a server across every SLA that binds that server to its subscribers:

\[
\begin{align*}
\forall \text{slasets} : \wp(\text{SLA}) & \cdot s_{\text{rep}}(s, t) = \frac{\sum_{\text{slasets}} s_{\text{rep}_{\text{sla}}}(s, sla, t)}{\#\text{slasets}} \\
\end{align*}
\]

which provides a more general indication of how well a server \( s \) behaves in relegation to a number of subscribers. This reputation is again calculated in a particular point in time, \( t \), however it is straightforward to further generalise this reputation function over some time range, between \( t \) and \( t' \).

### 10.4.2.2 The client device reputation model

After introducing the reputation model of the server, we define here the client’s reputation model. Like the server, a client might also be implementing the QoS correctly, but it requires multiple reconnections, duplicate messages, etc., while the server does not. For instance, if the devices are not sending PINGs or responding to them, or
this is delayed, it might indicate that a problem is more likely to occur in the future. Similarly, if the device needs to send multiple duplicate messages or needs to be sent duplicate messages, it also might indicate possible failure in the future. Thus, the reputation model for a client may be based on either the “Keep Alive/PING” case or the “Client’s Retransmission Procedure” case. However, we start with the definition of an overall reputation model that generalises these two cases.

Given a set of events, Event, captured by the monitor system relevant to some client, then we define the client’s reputation function computed at a particular point in time in a specific process (Keep Alive/PING procedure or retransmission procedure) and parameterised by a specific SLA as follows:

\[
\text{\texttt{c\_rep\_sla\_p}} : \text{Client} \times \text{SLA} \times \text{TimeStamp} \times \text{Procedure} \rightarrow [0, 1]
\]

\[
\forall \text{psets} : \wp(\text{Event}) \bullet \text{\texttt{c\_rep\_sla\_p}}(c, sla, t, p) = \sum_{\text{ev} \in \text{psets}, \text{snd} (\text{ev}) = \text{fst} (\text{sla}) = c \land \text{id\_top} (\text{ev}, sla)} \varphi (t, t_e) \text{utility}(\text{ev}, sla) / \#\text{psets}
\]

This definition gathers the set of all related events, i.e. the events that first have the same client name as that appearing in the SLA and second that are on an instance of the protocol related to the topic of the SLA. The definition is parameterised by the client, an SLA, a timestamp and the specific procedure (e.g. Keep Alive/PING or retransmission). The SLA represents what the expectation is, from the server’s point of view, of the client’s behaviour in the context of the specific procedure. Similar to the case of \texttt{s\_rep\_sla}, a utility function is applied to measure the satisfaction of the server, in a time-discounted manner, in relation to the client’s behaviour and this is then averaged over the total number of events captured in a specific instance of time.

For example, consider the case of the Keep Alive/PING procedure, then \texttt{c\_rep\_sla\_ka} is defined as the time-discounted average of the utilities obtained from all generated events with respect to the Keep Alive/PING procedure.

\[
\text{\texttt{c\_rep\_sla\_ka}} : \text{Client} \times \text{SLA} \times \text{TimeStamp} \times \text{KeepAlive} \rightarrow [0, 1]
\]

\[
\forall \text{kapset}_s : \wp (\text{Event}) \bullet \text{\texttt{c\_rep\_sla\_ka}}(c, sla, t, ka) = \sum_{\text{ev} \in \text{kapingset}_s, \text{snd} (\text{ev}) = \text{fst} (\text{sla}) = c \land \text{id\_top} (\text{ev}, sla)} \varphi (t, t_e) \text{utility}(\text{ev}, sla) / \#\text{kapingset}_s
\]

In this procedure, the client sends a Pingreq message within each KeepAlive time period, then the receiver answer with a Pingresp message when it receives a Pingreq message from the gateway to which it is connected. Clients should use KeepAlive timer to observe the liveliness of the gateway to check whether they are connected to broker. If a client does not receive a Pingresp from the gateway even after multiple
retransmissions of the Pingreq message, it fails to connect with gateway during the
Keep Alive period.

Hence, for the above example, using \( \text{id\_top} \) to show a set of related events \( ev \) corresponds to the topic value mentioned in the SLA, \( sla \), we would have that:

\[
\text{id\_top}(12 : 09 : 52, \text{client, Pingreq, False, False}, 1234, 1, ((\text{client, temperature, QoS}), 0)) = \text{True}
\]

The event \( ev_{\text{pinging}} = (12 : 09 : 52, \text{client, Pingreq, False, False}, 1234, 1) \) generated by the monitor could reflect a client device that has sent once the Pingreq message to connect to the gateway within the instance number 1234 of the protocol during the Keep Alive period. Then, given the SLA instance \( sla = ((\text{client, temperature, QoS}), 0) \), the client should deliver this Pingreq message in relation to a specific topic (in this case \( \text{temperature} \)) at most once within each KeepAlive time period, but there is no guarantee the message will arrive.

From the definition of \( c\_\text{rep}\_sla\_p \), we generate a more general reputation for some client in a particular point in time \( t \) within a period, \( \text{Period} \), as follows:

\[
c\_\text{rep}\_sla(p) : \text{Client} \times \text{SLA} \times \text{TimeStamp} \rightarrow [0, 1]
\]

\[
\forall \text{periodset}_s : \varphi(\text{Period}) \cdot c\_\text{rep}\_sla(c, sla, t) = \sum_{ev \in \text{periodset}_s, \text{snd}(ev) = \text{fst}(sla) = c \land \text{id\_top}(ev, sla)}^{\#\text{periodset}_s}
\]

Giving an example based on the Keep Alive/PING procedure, assume the KeepAliveTimer is set to 60, then calculating \( c\_\text{rep}\_sla(c, sla, t) \) will give us the reputation of the client device during the whole Keep Alive period of 60 s. In another example, based on the retransmission procedure, we assume that \( N_{\text{retry}} \) is set to 10. Aggregating over the \( c\_\text{rep}\_sla(c, sla, t) \) values yields reputation in relation to the client’s retransmissions within a 10 time-unit limit.

Finally, based on the definition of \( c\_\text{rep}\_sla \), we can further generalise the reputation value over all relevant SLAs for a specific client, \( c \), and in a particular point in time, \( t \), as follows:

\[
c\_\text{rep} : \text{Client} \times \text{SLA} \rightarrow [0, 1]
\]

\[
\forall \text{slasets}_s : \varphi(\text{SLA}) \cdot c\_\text{rep}(c, t) = \sum_{c\_\text{rep}(c, t) = \text{slasets}_s, \text{fst}(sla) = c}^{\#\text{slasets}_s}
\]

This definition gives a more general indication of how well the client device generally behaves in relation to the SLAs it holds with the server (possibly on behalf of the subscribers dealing with the server). These could include scenarios where the
clients might use the Keep Alive/PING procedure to observe the liveliness of the gateway to check whether they are connected to a broker. Moreover, in the case of messages that expect a response, if the reply is not received within a certain time period, the client will be expected to retransmit this message.

The reputation model of a client in different procedures might cause different failures. Thus, as we demonstrated above the first reputation model, \( c_{\text{rep}_{\text{sla}_{p}}} \), will lead to new models with slight variations capturing this variety of failures. For example, for the case of a client’s retransmission procedure, all messages that are “unicast” to the gateway and for which a gateway’s response is expected are supervised by a retry timer \( T_{\text{retry}} \) and a retry counter \( N_{\text{retry}} \). The retry timer \( T_{\text{retry}} \) is started by the client when the message is sent and stopped when the expected gateway’s reply is received. If the client does not receive the expected gateway’s reply during the \( T_{\text{retry}} \) period, it will retransmit the message. In addition, the client should terminate this procedure after \( N_{\text{retry}} \) number of retransmissions and should assume that it is disconnected from the gateway. The client should then try to connect to another gateway only if it fails to re-connect again to the previous gateway.

One such client reputation, is defined based on a specific \( T_{\text{retry}} \) timer:

\[
[\text{Client, SLA, TimeStamp, } T_{\text{retry}}] \\
\]

\[
c_{\text{rep}_{\text{sla}_{tr}}} : \text{Client } \times \text{SLA } \times \text{TimeStamp } \times T_{\text{retry}} \rightarrow [0, 1] \\
\]

\[
\forall t_{\text{retryset}}: \varphi(\text{Event}) \bullet c_{\text{rep}_{\text{sla}_{tr}}}(c, sla, t, tr) = \\
\sum_{ev \in \text{kapingset}, sn(d) = \text{fst}(sla) = c \land \text{id}_{\text{top}}(ev, sla)} \varphi(t, te) \text{ utility}(ev, sla) \\
\#t_{\text{retryset}}
\]

For example, consider the following \( sla = ((\text{client, temperature, QoS}), 1) \), then given the event \( ev_{\text{retry}} = (12:09:52, \text{client, Publish, False, True, 1234, 2}) \), it could reflect an event in the retransmission procedure. If the client does not receive a Puback message with QoS level 1 within a time period defined by the \( T_{\text{retry}} \) value, the client may resend the Publish message with the DUP flag set. When the server receives a duplicate message from the client, it re-publishes the message to the subscribers, and sends another Puback message.

Similarly, another variation of the client’s reputation function may be based on the \( N_{\text{retry}} \) counter instead:

\[
[\text{Client, SLA, TimeStamp, } N_{\text{retry}}] \\
\]

\[
c_{\text{rep}_{\text{sla}_{nr}}} : \text{Client } \times \text{SLA } \times \text{TimeStamp } \times N_{\text{retry}} \rightarrow [0, 1] \\
\]

\[
\forall n_{\text{retryset}}: \varphi(\text{Event}) \bullet c_{\text{rep}_{\text{sla}_{nr}}}(c, sla, t, nr) = \\
\sum_{ev \in \text{kapingset}, sn(d) = \text{fst}(sla) = c \land \text{id}_{\text{top}}(ev, sla)} \varphi(t, te) \text{ utility}(ev, sla) \\
\#n_{\text{retryset}}
\]

Again, for the above definition, for \( sla = ((\text{client, temperature, QoS}), 2) \), and given the event \( ev_{\text{retry}} = (12:09:52, \text{client, Publish, False, False, 1234, 1}) \), it could indicate that the client should not retransmit again in the retransmission period due
to the fact that QoS is set to 2 (meaning the message is guaranteed to be delivered exactly-once to the subscribers). In this case, the DUP flag must be set to False, in order to prevent a retransmission.

### 10.5 A reputation system architecture for MQTT

Our architecture for a reputation system for an MQTT network is composed of a 
*reputation monitor* and a *reputation engine*, as shown in Figure 10.1.

The architecture defines the capabilities of the various components in an MQTT network. The reputation monitor (also sometimes referred to as the proxy) will **monitor** the MQTT interactions that take place among the MQTT network components, namely the client devices, server and subscribers. Monitoring implies that the reputation monitor will issue events to the reputation engine whenever these are required after each time it has captured an MQTT communication relevant to the utility functions predefined by the consumers (possibly the subscribers). These events could represent aggregations/abstractions of data collected from such communications, in order to minimize the additional network traffic created by this process.

Once an event has arrived at the reputation engine, it is either stored for applying further aggregations/abstractions or it is used immediately to compute new updates for the various reputation values for the clients and the server. The calculations are based on the reputation models defined in the previous sections, and the updates to these reputation values are then stored in a local reputation database. In our architecture, we only consider the monitoring problem, however, it is easy to extend this architecture in the future to include a control step, where the reputation values for different participants are then used to impact/feed back into the MQTT network communications.

![Figure 10.1 The reputation system architecture](image-url)
10.6 Simulation of the model

We implemented the architecture, described in the previous section, by running a number of off-the-shelf open source tools. First, we used the Mosquitto tool [20] as the broker (server). Mosquitto is an open source MQTT broker written in the C language that implements the MQTT protocol version 3.1. The Mosquitto project is highly portable and runs on a number of systems, which made it an effective choice for our experiments.

In order to simulate the client, we used the source code for the Eclipse Paho MQTT Python client library [21], which comes with Java MQTT client API and implements versions 3.1 and 3.1.1 of the MQTT protocol. This code provides a client class, which enables applications to connect to an MQTT broker to publish messages, receive published messages and to subscribe to topics. It also provides some helper functions to make publishing one off messages to an MQTT server very straightforward. Using this library we created a set of programs that would publish and subscribe to the Mosquitto broker. Finally, to implement the monitoring function we needed to capture all the traffic between the client and the server. For this we extended the Paho MQTT test proxy [21], which acts as a “reverse proxy”, impersonating an MQTT server and sending all the traffic on to a real broker after capturing the messages. The proxy represents a mediator between clients and the broker. By extending this proxy we were able to trace all the packets being sent and received and send monitoring information to our reputation engine in order to calculate the reputation of the client and broker.

10.6.1 Results

To begin with, we assume that the network will misbehave with regards to the messages that are exchanged among the various entities in the system. This misbehaviour is modelled as the network dropping some messages according to a predefined rate (e.g. 0%–100%). There could be other sources of network misbehaviour, such as the insertion of new messages and the repetition or modification of transmitted messages, however, for simplicity, we consider only the suppression of messages as our example of how the network could misbehave and how such misbehaviour would affect the reputation of MQTT clients and servers.

In our case, we chose the rate of successful message delivery to be in the range of 50%–100%, where 50% means that one message in every two is dropped by the network, and 100% means that every message is delivered successfully to its destination. This latter case is equivalent to the normal behaviour discussed above. There are a number of tools that can drop network packets selectively. However, we created a new tool based on the above-mentioned proxy that specifically targets disrupting MQTT flows by dropping MQTT packets. The tool allowed us to target a percentage of dropped packets and therefore calculate the reputation under a given percentage of packet loss.

Since our aim is to demonstrate, in general terms, how reputation-based trust can be obtained in an IoT system such as an MQTT network, and for simplicity, we opted to consider only one source of misbehaviour, namely message suppression, without
considering the other sources. Despite the fact that such sources are also interesting, they do not affect the generality of our approach.

### 10.6.2 Reputation results

To compute the reputation value of clients and servers, we collected events related to the QoS level agreed between the client and the server throughout the 5-min measurement window, and used the server and client reputation model proposed in Section 10.4.2 to calculate their reputation values. The QoS level monitoring is important as it is directly related to the issue of message suppression when messages are communicated over the unreliable network. In the presence of such abnormal behaviour, the reputation values of the clients and the server are shown in Figure 10.2 versus the rate of successful message delivery (0.5–1).

From this figure, we note that despite starting at low reputation levels in line with the low delivery rate of messages, these reputation values will increase reaching the optimal value of 1 when the rate of delivery of messages is 1. This optimal case represents the case of normal behaviour when every message is delivered successfully to its destination.

### 10.7 Related work

Reputation is a general concept widely used in all aspects of knowledge ranging from humanities, arts and social sciences to digital sciences. In computing systems,
reputation is considered as a measure of how trustworthy a system is. There are two approaches to trust in computer networks: the first involves a “black and white” approach based on security certificates, policies, etc. For example, SPINS [22], develops a trusted network. The second approach is probabilistic in nature, where trust is based on reputation, which is defined as a probability that an agent is trustworthy. In fact, reputation is often seen as one measure by which trust or distrust can be built based on good or bad past experiences and observations (direct trust) [5] or based on collected referral information (indirect trust) [6].

In recent years, the concept of reputation has shown itself to be useful in many areas of research in computer science, particularly in the context of distributed and collaborative systems, where interesting issues of trust and security manifest themselves. Therefore, one encounters several definitions, models and systems of reputation in distributed computing research (e.g. References 5, 23, 24).

There is considerable work into reputation and trust for wireless sensor networks, much of which is directly relevant to IoT trust and reputation. The Hermes [25] and E-Hermes [26] systems utilise Bayesian statistical methods to calculate reputation based on how effectively nodes in a mesh network propagate messages including the reputation messages. Similarly TRM-IoT [27] evaluates reputation based on the packet-forwarding trustworthiness of nodes, in this case using fuzzy logic to provide the evaluation framework. Another similar work is CORE [28] which again looks at the packet forwarding reputation of nodes.

Our approach differs from the existing research in two regards: first, the existing reputation models for IoT utilise the ability of nodes to operate in consort as the basis of reputation. While this is important in wireless sensor networks, there are many IoT applications that do not utilise mesh network topologies and therefore there is a need for a reputation model that supports client–server IoT protocols such as MQTT. Second, the work we have done evaluates the reputation of a reliable messaging system based on the number of retries needed to successfully transmit a message. Although many reputation models have been based on rates of packet forwarding, the analysis of a reliable messaging system (like MQTT with QoS > 1) is different as messages are always delivered except in catastrophic circumstances. Therefore we looked at the effort and retries required to ensure reliable delivery instead. We have not seen any similar approach to this and consider this the major contribution of the chapter.

10.8 Discussion

To conclude, we defined in this chapter a model of reputation for IoT systems, in particular, for MQTT networks, which is based on the notion of utility functions. The model can express the reputation of client and server entities in an MQTT system at various levels, and in relation to a specific issue of interest, in our case the QoS level of the delivery of messages in the presence of a lossy network. We demonstrated that it is possible, using off-the-shelf open source MQTT tools, to implement an architecture of the reputation system that monitors the MQTT components, and we showed that
the experimental results obtained from running such a system validate the theoretical model.

Future work will focus on adapting the reputation model and its architecture and implementation to other IoT standards, e.g. the Advanced Message Queuing Protocol (AMQP) [29], the Extensible Messaging and Presence Protocol (XMPP) [30], the Constrained Application Protocol (CoAP) [31] and the Simple/Streaming Text Oriented Messaging Protocol (STOMP) [32]. We also plan to consider other issues of interest when calculating reputation where satisfaction is not necessarily a binary decision, e.g., the quality of data generated by client devices and the quality of any filtering, aggregation or analysis functions the server may apply to such data in order to generate new information to be delivered to the consumers. Further, we intend to apply Bayesian statistics to the results to improve the probabilistic calculation of the reputation values.

Some other interesting, though more advanced areas of research, include the strengthening of the model to be able to cope with malicious forms of client and server behaviour, e.g., collusion across such entities in order to produce fake reputation values for a targeted victim, and a study on the welfare of IoT ecosystems based on the different rates of the presence of ill-behaved and well-behaved entities in the ecosystem, and how variations in the presence ratio of such entities would lead to a notion of reputation reflecting the wider ecosystem.
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